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M.5c. (Data Science and Computing)

INTR CTION

Data Science has grown 1o be a demain of sclentific study due to the deluge of data
generated and acquired through various means. Data driven scientific discovery has
contributed a lot to scientific investigation. Important contributions of data acguisition,
visualization and analytice with tools from Machine Learning is seen in domains like
Business Intelligence, Financial services, Climate Modeling, Weather forecasting,
Medical, Chemo. Bio, Onco informatics etc., and the list goes on.

Thia programme is designed specifically for graduates in Computer Science and

Computer Applications. Having Degrees like B.Sc.{Computer Science), BCA and
B.Tech./B.E. in Computer Science.

In order to equip the students to continue with higher studies in academic disciplines
for Ph.D., the candidates undergoing the course should also be comfortable to take
the National Level qualifying examinations like UGC NET, GATE elc.

Programme Specific Objectives:
The proposed syllabus aims to achieve the following objectives:

1. To produce good human beings who are skilled in learning from data with fair
and ethical means o produce meaningful applications for sociatal harmony and
goodness,

a. Through courses like Awareness and Moral Classes to impart nghteous
living
b. Through Integral Education o live with everyone and care for society

2. To produce manpower trained to understand the science in learning from data
and the needed computing skills to develop practical sclutions.

a. Through foundational courses in mathematics, statistics and computer
science like Applied Linear Algebra, Optimization Techniques, Inferential
Statistics, Computer Organization & Design and Design and Analysis of
Algorithms.

b. Through core courses in Data Science like Machine Leaming, Deep
Learning, Artificial Intelligence and Natural Language Processing.

¢. Through software labs like Data Engineenng and lab components for
Various Courses.

d. Through implementation of a data science and computing sofiware

rojact.

-ﬂ e ghrﬁjﬂgh specialized elective courses like Machine Learning Operations,
Reinforcement Leaming etc.
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3. Totrain young minds to be industry ready. This is achieved by offering courses
like Software Lab in Data Engineenng, Reinforcement Learning, Machine
Learming Operations elc.

4, To develop programming and problem solving skills. This s achieved by
offering Lab components for different subjects.

Programme Specific Outcomes:
Upon the completion of the programme, a student must be

+ Grounded in the roots of merality and ethics, ready to serve society
Balanced in thecretical knowledge and practical skill of data science and
computing to draw insights from data

+ Able to take up research or a higher academic degree in Data Science or
Computer Science

= Able to do the ndustry role of Data Analyst or Data Engineer or Data Scienfist

+ Able to develop Al solutions for salected real world problems from data

= Able to appreciate the core values and philosophy of S Sathya Sal Institute
of Higher Learning.

e Able to imbibe Core values in life and lead the |ife as propounded by
Bhagawan Sri Sathya Sai Baba,

The course structure and syllabus provides foundational, core, advanced and working
knowlaedge in Mathematics, Statistics and Computer Science.

All the subjects are to be awarded 4 credits except Software Lab for Data Visualization.

For some of the subjects the credits are split between Theory and Practical based on
the necessity. For 1 credit of practical 2 periods are allocated,

A few subjects are purely practical as they are intended to improve programming skill
of the students in a specific language or platform. Eight periods are allotted for a four
credits practical course.

In order to facilitate development of skill in problem solving and to provide exposure
to applications of the concepts learnt in a given Theory subject a facility for
Tutorial/Practical is also provided within the curriculum. One or two periods per week
is provided for Tutorial/Practical for every subject based on the requirement.

In order to cater to specialization, elective courses are provided in the areas of
Reinforcement Learning, Machine Learning Operations (MLOps). Information
Retrieval, Combinatorial Graph Theory, Topological Data Analysis (TDA) etc. Al
alectives are of 4 cradits, Based on necessity the credits may be split between Theory
and Practical,

Applicable from the pendembe vear FH22-13 snwards



A Mini Project worth 2 credits in the second semester and a full-fledged Project worth
10 credits in the 3™ and 4" semester help the student thoroughly in developing strong
skills for scftware development and critical thinking and prepares to be industry ready.

Applichbte from the academic voar mn-.]ghpﬁmrm N a

A A Ao OO OO OO0 NNND



DO 6 0 60 6 6006 nmnna

—

i) [

—

e e e 06

O D 0 o

o Applieable from the acodemic year 2022-23 snwards

DEPARTMENT OF MATHEMATICS & COMPUTER SCIENCE
SCHEME OF INSTRUCTION AND EVALUATION

M.Se. (Data Science and Computing)

( Effective from 2o22-23 batch and onwards)

L S T] A R T e -
Semester |
MDSC-101 Applied Linear Algebra 3 3 IE2 T 00
MDSC-101(F)  Practicals: Applied 1 a1 F 50
Linear Algebra
(MDSC-102  Inferential Statistics 3 g3 l1Esz T 100
MDSC-102(P) Practicals: Inferential 1 - T | P 50
Statistics
MDSC -103 Optimization Techniques | 3 1E2 T 100
| MDSC-103(F) Practicals; Optimization 1 2 I E 50
Techniques
| MDSC -104 Computer Organization 4 4 IE= T 100
and Architecturs
[ [
| MDSC =105 Design and Analysis of 4 4 lEa T 100 |
Algorithms
| MDSC-106 Software Lah for Data o 4 I P 50
Visualization
PAWR-100 Awareness Course = I: 1 2 | T 50
Edueation for Life
[
23 20 750
| Credits Hours Marks
I Semester 11 _ i
| MDSC-201 Regression Methods 3 1 IE2 T 100 |
|
MDSC-zo1(P})  Practicals: Regression 1 2 I P 5O
I Methods
MDSC-202 Multivariate Statistical 3 3 [Ez T 100 |
Analysis

MDSC-202(P)  Practicals: Multivariate
Statistical Analysis
e
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| MDSC-2073 Machine Learning 1 3 [Ez T 100
MDSC-203(F) Practicals: Machine 1 @ I P 50
Learning
MDSC-z04 Big Data Analvtics 4 4 IEa T 100
MDSC-205 Software Lab in Data 4 8 | P 100
Engineering
MDSC-206 Mini Project z 4 I MP | ¢ il
PAWR-200 Awareness Course — [1: 1 2 I T 50
zod, Society and Man
23 33 750
Credits  Hours Marks
Semester TIT i
MDSC-301 Stochastic Processes 2 2 IEz2 T 100 i
MDSC-301(P)  Practicals: Stochastic 1 a I P EO
[ Processes .
|
MDSC -302 Deep Learning 3 9 IE2 T 100
MDSC -302 (P} Practicals: Deep 1 g 1 P 50
Learning
MDSC-303 Natural Language 3 3 [Ez T 100
Processing
MDSC-303(P) Practicals: Natural 1 o I P 50
Language Processing
MD5C-304 Cloud Computing 3 3 IE2 T 100 |
MDSC-304(F)  Practicals: Cloud 1 2 | P 50
Computing
MD5C-g403 Project Interim - 10 I PW go*
Review™
PAWR-300 Awareness Course — 1 2 [ T RO
ITT: Guidelines for
Morality
17 3= Fo0*
Credits  Hours Marks

Elsetive -1 T 100** I

Elective < TB 97 T 100**

' af b
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€ MDSC-403 Project® 10 29 Ez P 150*
r PAWR-400 Awareness Course 1 2 1 T 50
=IV: Wisdom for |
( Life |
_|: 14 =1 i oot
Credits  Hours Marks |
|: ..... - —_— . = i
GRAND TOTAL Ba 123 2H00*"
= _ Credits  Hours Marks
{
G Nutes;

L (%) Project work MDSC-404 will commence in 3™ semester and continue to 4™ semester
{ with the allocation of 50 Marks in third semester and 150 marks in the fourth semester
towards the project work,

2. (%) For students undertaking projects (MDSC-403), the evaluation will be based on three
{ components, viz

4. A preliminary review of an interim report in respect of the project wark at the

( end of 3™ semester will be conducted [or 50 marks and the marks allocated will
be carried forward to 4" semester MDSC-403 for overall grading.
i b. A project Viva voee by a committes constituted by the Head of the Department

as per regulations will be conducted for 5o marks in the 4 semester.

¢. An E2 type evaluation of the project report at the end of 4 semester will be for
100 marks.

{ 3. (*JTotal marks for the project will be 200 marks against total credits of 10 accounted for
in gth semester.

4. A number of electives have been identified and listed. These courses are identified with a
special code. All these subjects are also allocated 4 credits cach.

5. (**]) Elective courses may have the credits split between Theory and Practical based on
the chosen treatment of the subjéct and its reguirement. Accordingly, the number of
periods allocated for the subjeet (Theory + Practical) will vary. That will influence the total

¢ number of hours allocated for the subject and the total marks for the semester too.
6. The choice of electives being offered in each semester is at the discretion of the Head of
’ the Department.
i 7. (***) The Mini-Project (MDSC-206) will be undertaken during the second semester by
the candidate. This could be based on an internship {taken online/on-campus) with an
& industry or a field work ete., with a mentoring faculty from the department. Students will
be asked to make a presentation along with a submission of the report of the work done
( towards the end of the second semester i.e., within one week before the last working day

. of the semester. This will be evaluated internally by a panel of minimum two faculty of the

= department constituted by HoD/Associate HaD, Total marks for the mini-project would

C be for 50 marks which will beequally distributed between the presentation and the report
: submitted. B

I.. :':':..ll'. [LE]
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Indicator | Legend

Indicator | Legend
[E1 CIE and ESE ; ESE singhe evaluation T Theory
B2 | CIF and BSE; BSE double evaluation P Fooctieal
v Viva vine
Conlinunus Inlecnal Evaluation [CTF) nnly :
! Mote: ‘1" does nt comnote “Intemal Examiner’ i FI_UJE“ '-"'n:'l:zlk
B [Dhssertation
F End Serkeqter Examination [ESE) omby M I ['-ah.m:f'rufect
= Mote: 'E doss nod commole *External Examiner' -
= :msl&- ovnluakion
Ez ESE doukble evaluation

Continuous Internal Evaluation {CIE) & End Semester
Examination (ESE]

P3: Flease refer to guidelines for 'Modes of Evalualion for various types of papers’, and
“Wiva voce nomenciature & scope and constitution of the Viva voce Boards'

List of Electives:

. MDSC-AL: Artificial Intelligence [4 Credits]
2. MDSC-CGT: Combinatorics and Graph Theory [4 credits|
3. MDSC-RL: Eeinforcement Learning [3 credits]
MDSC-RLIP): Practicals: Reinforcement Learning [1 credit|
MDSC-MLO: Machine Learning Operations [3 Credits]
MDSC-MLO{P}): Practicals: Machine Learning Operations |1 credit]
MDSC - ATS: Applied Time Series Analysis [4 credils]
MDSC - IR: Information Betrieval [£ credits]
MDSC - N§: Network Security |4 credits|
MDSC -loT: Internet of Things [3 credits]
MDSC - IoT (P): Practicals: Internet of Things Lab [1credit]
9. MDSC - TDA: Topological Data Analysis [4 credits]
10. MDSC - L5P: Linvux Svstem Programming [4 credits|
11. MDSC-DS5: Distributed Systems [4 Cradits]
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Semester |

[MDSC-101] - Applied Linear Algebra 3 Credits

will be disewsssd

Course Objective: The course focuses on ftemtive technigues Tor solving large sparse lingar
svstems of equations which typically stem from the diseretization of partial differential
equations. In addibion, computation of eigenvalues, least square problems and error analysis

Course Outeome | Develop the skill set o

eigen- and singular values and vectors;

I. explain and fluently apply fundamental linesr algebraic concepts such as matrix norms,

2, estimate stability of the solutions 1o lnear algebraic equations and eigenvalue problems;
recognize matrices of important special classes, such as normal, unitary, Hermitian,
positive definite and select efficient computational slgorithms based on this classification;

Uil

Topic

Mo, of
Perinds

Review of Vectors and Matrices @ Vector Addition, Linear
Combination. Inner Product, Orthogonality, Norm, Cauchy-Schwarz
inequality, Matrix addition & multiplication, Column space, Linear
Independence, Rank of a Matrix, Gaussian Elimination, Determinant,
Inverse, Adjoint. Cofactor, Null space, Rank-Nullity theorem

3

Pk

Applications of Matrices : Electric Circuits, Traffic flow, Graph
theory, Social Networks, Dominance directed graph, Influential node

Lid

Applications of Linear Transformations ; Linear Transformations,
Gaussian Random Variable, Linear Transformation on Gaussian
Random Vectors, Gaussian classification in Machine Lesming

Applications of Eigenvalues and Eigenvectors : Introduction to
Eigenvalues & FEigenvectors, Eigenvalue decompesition, Positive
semi-definite matrices, Principal Component Analysis, Eipenfaces

Applications of Least Squares Solution : Orthogonality, Gram-Schmidt
orthogonalization, Least Squares solution, Projection martrix, Least
Norm  solution, Pseudo-inverse, Rank Deficient Matrices, Linear
Regression, Polynomial Fining

Applications of Linear Minimum Mean Square Error (LMMSE) :
Introduction to LMMSE, LMMSE estimate & Covariance Matrix,
LMMSE estimation in Linear Systems, Auto Regression,
Recommender Svstem

Total: 3% Periods

Key Text
(hlbert Strang, Linear Algebra and its applications, 4th Edition, Thomson Brooks/Cole, 2005,

JFEFERENEEE
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1. Stephen Boyd & Lieven Vandenberghe, Introduction to Applied Linear Algebra -
Vectors, Matrices and Least Squares, Cambnidge University Press, 2018
2, Philip N, Klein, Coding the Matrix - Linear Algebra through Applications (o
Computer Science, Newtonian Press, 2013
[MIDSC-101(P)]- Practicals: Applied Linear Algebra 1 Credits
Course Objective: To apply algorithms used in Applied Linear Algebra using a programming
language like pyihon
Course Daicome:
[, Ability to understand and develop linear algebra related functions
2, Toanalvee und discover charactenistios of a dataset
Umit Topic Mo. of
Periods
| The following programs are to be implemented in basie python 10

- Dot Product of Vectors., Matnx Multiplication with basic
python

- Determinant of a Matrix, Matrix lnverse with basic python

- Rank of a Matrix with basic python

- Gaussian Elimination with basic python

The following are to be implemented using numpy

Eigenvalues, Eigenvectors, SV
Eigenfaces

Linear Regression

Matrix Exponential

Tutnl: 26 Periods

Key Text: Leo Chin, Tenmay Dutta, NumPy Essentials, Packt Publishing, 2016

REFERENCES
Umit Mert Cakmak, Men Cuhadaroglu, Mastering numerical computing with Numpy, Packt
Publishing. 2018

IMDSC-102] - Inferential Statistics 3 Credits

Course Objectives: To epsble students
# To understand qnd’:'nakt mferences bused on relutions found in a sample of the
Eiven p-npuluti:}!q
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® To understand and appreceste individugl statistical test and it’s nuances of working

s Acquire an understanding of the concepts of sampling distribution, statistical
reliability and hypothesis testing, as well as the principles and procedures of the
various tests of significance

Course Outeome * Develop the <kill set to
[.  Write a computer program to camy out data analyses
2. Imterpret the outpul of statistical anelysis
3. Set up and perform hypothesis tests, interpret p-values, and report the results of the
analysis in a way that is mterpretable For the public

Uimit Topic Details No. of
Periods
l Elements of | Random Variables: Univariate, Bivariate random variables: 11
Random Expectation, Variance of a random variable; Conditional

Variables Expectation, Covariance and Correlation; Moment
Gmeraling Functions, {ndtpEndml:r: of random variahles
and the reproductive property of certain distributions;
Special distributions: Binomizl, exponential, Gamma and
Normal distributions: Transtformation of random variable:
004 0,04 07", and BOD0 O : Convergence of Random
variables: Convergence in distribution or in probahility,
Weak Law of Large Numbers and Central Limit Theorem

2 Estimation | An overview of statistical inference, Methods of point 14
estimation: Maximum Likelthood Estimation. Method of
Moments; Uniformly  Minimum  Varance Unbiased
Estimators ({UMVUE), Cramer-Rao  Ineguality  and
Decision-Theoretic Approach to Estimation; Confidence
Intervals and Confidence Regions

3 Testing Formulation of Testing Hypotheses, Nevman-Pearson 14
Hypotheses | Fundamental Lemma, Exponential Type Families,
Uniformiy Most Powerful Tests for Some Composite
Hypotheses and applications; Likelihood Ratio Tests and its
apphications: Contingency Tables and Goodness-of-Fit
Test; Decision-Theoretic Approach to Testing Hypotheses
and relationship between Testing Hypotheses and
Confidence Regions.

Total: 39 Periods

Key Textish:

George G. Roussas, An Introduction to Probability and Statistical Inference, Second Edition,
Academic Press, 2015

Chapters: 3.1, 3.3, 4.1-4.3, 5, 6.1, 7-12,

Re!iirtmezﬁ:

3
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|. Paui G. Hoel, Sidney C. Port, Charles J. Stone. Introduction 1o Statistical Theory,
Houghton Mifflin Company, BOSTON, 1971

2. G.Casella, B.L.Berger. Statistical Inference. Second Edition. Duxbury Advanced
Senes, 2001

3. Viav K. Rohatgl, A, K. Md. Ehsanes Saleh, An Introduction to Probability and
Stalistics, Sevond Tadition, A Wiley Tulersvicnee Publication, Joln Wiley & Sous,
[ne = 2001

IMDSC-102(P)] - Practicals: Inferential Statistics 1 Credit

Course Objective: To train the students on implementing different statistical tests
in python.

Course Outcome: Develop the skill set 10
. Visualize the statistical techniques to explore data
2. suggest difforent statistical tests on a given real world data
3. write a compuler peogrom o carry out date analyses

Unir Topic retails Mo, of
Perimis
I Review of Python Loading and reading of datasets; Fundamentals in ]
Libranes MNumPv, Pandas and Matplotlib
2 o Mean, median, mode, variance and correlation i
DEFﬂPh?‘E matrix; Basic plots: Dot plot, Box-plot,
Statistics Histograms, and Scatter plots; Distributions:

Binomial, Gamma, Mormal; Simulation of Central
Limit Theorem

3. Normality Tests: Shapimo-Wilk Test, 6
Statistical Tests D' Agostings: ¥ — Test and Anderson-Darling
Test: Statistical Hypothesis Tests: Student's t-test,
Paired Siudent’s t-1est, Chi-sguare test and F-tes
and Analvsis of Varance Test (ANOVA)

4 Data Analysis Different cases studies can be done using B
[Ditasets:

Total: 26 Periods

Kev Texts:

1. Phuong ¥o.T.H ., Martin Czygan., Ashish Kumar, and Kirthi Raman, Python: Data
Analytics and Visualization, Published by Packt Publishing Ltd - 2017
. NumPy User Guide, Retrieved July 7, 2022 from hitps://numpy org/doc/stable/numpy-
jﬂ user.pd 5 ;]

Al from the academic year I[IE-ILI.EI- Jlmwnﬂtu 12
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3. Pandas User Guide, Retrieved July 7. 2022 from
hitps://pandas. pydata org/docs/pandas. pdf

IMDSC-103] Optimization Technigues

3 Credits

N O G ® DOODO0D

Course Objective:

® Tomodel and discuss the documented real-world applications.

& Study of mathematical programming algorithms,

& Apply the mathematical resulis and numerical techniques of optimization theory
10 concrete oplimization problems

Course Outcome: Develop the skill st 1o

1, Translate a real world problem statement to mathematical formulation of a
specific type of optimization problem
2. Understand, identify and solve optimization problems using relevant technique

Umnit Title Contents No. of
Peviods

1 Linear Introduction to Linear Programming Problem (LPP), 6
Programming Modeling of LPP, Graphical method, simplex method,
Maodeling and their | Artificial Starting Solution Methods, Special cases:
solutions degenerscy, alternative optima.  unbounded and

infeasible solution, and Graphical sensitivity snalvsis

2 Duality and Post | LP-Duality, Primal-Dual Relationships, Economie &
Optimal Analysis | Interpretation of duatity, Dual Simplex and Generalized

Simplex algorithms, and Post Optimal Analysis

3 Advanced Linear | Simplex method fundamentals, Revised Simplex T

Programming Method, Bounded-Yariable Algorithm, Duality,
Parametric programming

4 Integes Formulation and Applications, Cutting Plane Algorithm, 6
Programming and Branch and Bound Method.

3 Classical Unconstrained problems: Necessiury and  sufficient 7
Optimization conditions, and The Newton-Raphson Method;
Techniques Constrained problems: equality comstraints - Jacobi

method and Lagrangean method; Tnequality constraints
= KKT conditions

6 Nonlinear Unconstrained alporithms: Direet search, Gradient 7
Programming methods; Constrained algorithme: separable, quadratic,

chance constrained programs and Linear combination
method
e J-!'_[r' —
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Total: 3% Periods ;

Key Text(s):
Hamdy A_Taha Operations Research - An Introduction, 10" Edition, Pearson Education, 2017

Chapters: 7 1,272,313 Sand 36 1.4 7.9 20 and 71

Releences.,
1.

2.

3.

L.R.Foulds, Optimization Techniques-An [ntroduction, 15t Edition, Springer-Verlag New
York Inc., 1981

Edwin K.P.Chong, §.H.Zak, An Introduction o Optimization, 4th Edition, John Wiley
& Sons, Ine,, 2001

Boyd, Stephen, and Lieven Vanderberghe, Convex Optimization, Cambridge. UK.
Cambridge University Press, 2004

Hillier, Lieberman. Introduoction to Operations Research, Seventh Edition. The MoGraw-
Hill, 2001

IMDSC-103 (P)] — Practicals: Optimization Techniques 1 Credit

Course Objective: To introduce the ability to program for different optimization
l technigues

Course Outcome: Develop the skill set 10

1. solve vanious problems based optimization technigues using Python and Excel-
solver

2. write algorithms for optimization methods such as Newton-Raphson. Gradiem
method and their vanants

3. visualize the curves and surfaces in python environment

4. use python library scipy. optimize

Unit

Title Contents M. of |
Perdods

Review of Python | Python list, dictionary and loops, functions; Basie 4
Objects plotting of curves and contour plots amd 3-D plots

Solutions of LPP. | Solving LP problems using Excel solver: Sensitivity L]

Analysis using Excel solver: Solving LP problems
using scipv.optimize.linprog

Optimization Implementation of Newton-Raphson method; 1
| Algorithms Implementation of Gradient Ascent and Gradient
Descent methods

Python Library | Univarate function minimization; Constrained and 10
selpy. aptimize Unconstrained minimization of multivariate scalar
tunction; Global Optimization; Least-Square

Optimization; Custom minimizers
1 '-«.pu.-l:-ﬂ T —
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Total: 26 Periods |

e

Key Text(sk

1. 5ciPy Reference Guide, Retrieved July 7, 2022 from hiips://docs seipy.org/doc/scipy-
L Vseipv-rel-1, £ Lpd]

Section 2.4 {Optimization - seipy.opiimize)

2. Chistian Hill, Learning Scientific Programming with Python, Second Edition,
Cambridge University Press, 2020

3. Hamdy A.Taha, Operations Research- An Introduction, 10" Edition, Pearson Education - 2017

[IMDSC-104] — Computer Organization and Architecture 4 Credits

Course Objective: To study and understand the basics of computer organization and
architecture (CPL, memaory, 1/0),

Course Outcome : Develop the skill 1o

Evaluate the merits and pitfalls in computer performance measurements

l,
2, Evaluate impect of ISA on cost'performance of computer design.
3. Suggest enbancement in the performance by exploiting Instruction Level Parallelism
4. Understand memory hierarchy and its impact on computers performance
Unit | Title Contents No. of

Periods
Introduction Performance, the Power Wall, the Switch from Uniprocessars to (]
I Multiprocessors, Historical Perspective.

2 Instrection Set | Operations of the Computer Hardware, Operands of the Computer 12
Diesign Hardware, Signed and Unsigned MNumbers, Representing
[mstructions in the Computer. Logical Operations, Instructions for
Making Decisions, Supporting Procedures in Computer Hardware,
MIPS Addressing for 32-Bit Immediates and  Addresses,
Farallelism and [nstructions.

Arithmetic for | Addition and Subtrection, Multiplication, Division, Floating Point 8
3 Computers representation, Computer Anthmetic.
The Processor | Logic Design Conventions, Building a Datapath, Pipelining, 12
4 Pipelined Datapath and Control, Data Hazards: Forwarding va
Stalling, Control Hazards, Exceptions
Memory The Basics of Cache, Measuring and [mproving Cache 14
5 Hierarchy Performance. Virual Memory, A Common Framework for
Memory Hierarchies, Parallelism and Memory Hierarchies: Cache
Coherence

Taotal: 52 Periods

key Textis): David A. Patterson. and John L. Hennessy, Computer Organization and DEE:Fn The
Hardware/Software Interface, I;j:uurtll Edition, Elsewhers Publics :rms “{HI

15




i Chapters: 1,2, 3,4, 3

REFERENCE BOOKS:
. Randal E. Bryant and David R. O"Hallaron. Computer Systems: A Programmer’s Perspective,
Seoond Edition, Prentice Hall, 201 1
2. John P, Haves, Computer Architecturs And Organization, McCiraw Hill, 1998

[MDSC-105] — Design and Analysis of Algorithms 4 Credits

Course objectives: To train the student to be able to

s Develop problem solving skills by analvzing vanous problems and 1o learn the techniques for
implementation.

s Analyze the asymptotic performance of algorithms

® Wnite rigorous correctness proofs for algorithms.

Conrse outcome; develop the skill o

1. Anpalyze and identify the algorithm of & specific type such as Greedy. Divide and Conquer et

2, Implement computer program for an aigorithm based on different problem solving methods

3, Discriminate between different problem solving rpproaches

4. Analyze worst-case running times of algorithms based on asymptotic analysis and justily the
correctness of algorithms

Unit Title Unit Contents Mo
of

Peri

wils
| Introduction Algorithm, Algorithm Specification, and Performance Analysis. ]

Randomized Algorithms. Basic Data Strocture: Stacks and Quewes,
Trees, Dictionaries, Priority Queues, Sets and disinimt Set Union,

Graphs.
2 vide and Binary search. Finding MIN and MAX, Merge son.  Quick som, | 6
Conguer Selection, Strassen’s Matrix Multiplication, convex Hull,
3 The Greedy Knapsack problem, Tree wvertex splitting. Job Sequencing with | 8
method deadlines, minimuom cost spanning Trees, optimal merge pattemns,

single source shorest path,

4 Dhvnamic General Method, Multistage Graph, All pairs shortest path, single | 8
Programming | sourge shortest path, Optimal Binary Secarch Trees, 01 Knapsack,
reliability design, the traveling salesperson problem

5 Basic traversal | Techniques for Binary Trees, graphs, spanning trees, DFS fi
and Search
Technigques

& Backiracking General Method, #-gqueens problem, sum of subsets, Graph coloring, | 8

Hamiltonian cycles, Knapsack problems. Branch and Bound: the
general method, V1 Knapsack problem, TSP

Applicable from the academic voar ‘.I:Ifl:i_:';-'ﬂ Janwaris
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7 MF-Hard and Basic concepts, Cooks theorem, NP-Hard graph problems, NP-Hard | &
NP-Complete | Scheduling problem, NP-Hard code generation problems, some
Problems simplified NP-Hard problems
Totul: 52 Periods
Kev Text

E Horowile, 8 Sabani 8 Rajasekiacan, Fundamentals of Computer Algorithms, Second Edition,
Universities Press, 2008
Chapters: 1,2.3,4,5,6,7and 11,

Reference Texis:

I Alfred V. Aho and John E. Hoperaft, and Jeffrey D, Ullman, The Design Analysis of Computer
Algorithms, Pearson, 1974

2. Thomas H. Cormen, Charles E. Leiserson, R.L. Rivest. Infroduction 1o Algorithms, Preatice Hall
of India Publications, New-Delthi, 2008

3. Sara Basse and Allen Van Gelder, Computer Algorithms: Introduction to Design and Analvsis,
Third Edition, Pearson education {Singapore) Py Lid, New Delhi, 2000

4. Allred V. Aho, John E. Hoperoft, Jeffrey D Ullman, The Design and Anabysis of Computer
Algorithms, Pearson Edvcation (Singapore) Pyvt. Lid New Delhi, 2012

[MDSC-106] — Software Lab for Data Visualization® 2 Credits

Course Ohjective:
¢ Tomake the student learn different visualization technigues for projecting the data

Course Outcome : Develop the skill setw
distinguish qualitative and quantitative data
2. make inferences oui of the different plots
3. develop insight of the data

¥

Uit Title Unit Contents Nao.
of
Peri
ods
I MNumbers that Measures of Average, Measures of Variance, Measures of correlation | 14
Summarize the | and Messures of Ratio.
data
2 Fundamental | A Brief History of Graphs: Graphical means for Qualitative data; 12
Varistions of | Visual attributes: Lines, Histogeams, Bar plot, Scatter plot and Box-
Ciraphs Plots and inferences through examples
3 General Design | Organtzing, Highlighting, Integration, Table Design, General Graph 14
Principles for | Design, Multi-Varable display;
Communication
4 Case Studies Given o case study, following aspects can coverad: 16
make data storsielling with visualization
- business aspects of the problem and inferences

1"




Total i6

*For implementation: Instructor can use any visoalization framework
Muiplotlib/Seaborn/Tloily, geplot2, Tableaw, PowerBL, or any other

Kev Text:

Stephen Few, Show me the numbers: Designing tables and graphs to enbighien, Second Edition,
Analytic Press, 2012
Chapters - [ to 11
Cole Mussbaumer Knallie, Storvielling with Data, John Wiley & Sons; Ine, - 2015
Matplotlib Diocumentation, Retrieved June 30, 2022 from
hitps-matplotlib.oreg’3 5.1 /plot_tyvpesindex. him]
Seabom Documentation, Retneved June 20, 2022 from
i fim i

SEMESTER-TI

IMDSC-201| — Regression Methods 3 Credits

| Course Objectives:

e Toteach students the standard Regression methods in statistics for determining
the relationships between vanables

o To develop the skill 1o use statistical relationships to lorecast future
ohservations

® To teach Regression maoxdels that are used to predict and forecast future
DUICOMES

Course Duteome : Develop the skill set 1o

l. develop a deeper understanding of the linear regression model and its applications
2, disgnose and apply corrections o problems with the generalized linear model
found in real data

Umit

Title Contents Mo aff
Perimds

Simple Linear | Model, Least Squares Estimation, Hypothesis Testing, K
flegression [ Interval Estimation, Prediction of new observations.
Coefficient of Determination, Regression through
Origin,  Estimation by Maximum  Likelihood,
Application examples;

Applicable from fhe ncpdemic year I{rﬁ-l-ﬂl';"nuﬁlu‘di

Multiple Linear Maodels, Estimation of model parameters, Hypothesis &
Madels Testing, Confidence Intervals, Prediction of new
observations, Hidden Extrapolation, Standardized
| Regression Coefficients. MultiCollinearity, Application
examples,

.. Model  Adeguacy | Residual Analysis. Press Statistic. Detection  and T
| Checking ‘treatmient of Omliers, Lack

15
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'1 Model Adequacy | Varance stabilizing transformations, Transformations K
Correction to Lincarize, Analytical methods for selecting a
transformation, Generalized and Weighted Least squares
] Ueneralized  Linem | Logistic Regression, Posson Repression, Generalized ]
Madels Lineor Model
Total - 39 Periods|
Key Text(s):

Douglas C, Montgomery, Elizabeth A. Peck and G. Geoffrey Vining, Introduction to Linear
Regression Analysis, Sth Edition, Wiley, 2012

Chapters: 1 - 3, 13

References:

Morman Draper and Harry Smith, Applied Repression Analvsis, Third Editon. John
Wiley & Sons. Inc., 1998

2. STAT 501: Regression Methods, Retrieved Jul 5, 2022 from
https:/‘onling stat. psu.edu/starS01/
IMDSC-201 (P)] - Practicals: Regression Methods 1 Credit
Course Objective: To introduce different statical techniques from Regression Methods
in R programming
Course Outcome: Develop the skill set to
|. Perform basic data analvsis using R
2. Develop linear models and evaluate for given real world datasets using R
Unit Title Contents Nao. of
Perinds
L tvdiverse Review the data structure in R, Loading and indexing the 0
Data, Data analysis in R using tydiverse package
2 Linear Models for | Simple Linear Regression, Multiple Linear Regression, L
Regression Check multicollinearity of the data, Residual Analysis
3 Linear Models for | Logistic Regression and Poisson Regression; 8
Classification Evaluation of Models; Confusion matrix and ROC
Curves
Total: 26 Periods
Key ITE:l‘.'ilI:_E]': b .
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|. Gareth James, Danieln Witlen, Trevor Hastie, and Roberl Tibshirani, An Introduction io
Statistical Leaming with Applications in R, Springer Science, New York, 2013
hitps:/'www statleaming com/’ Retrieved on August 03, 2022,

2. Hadley Wickham & Garrett Grolemund, R for Data Science: Tmport, Tidy, Transform,
Vistmlize. pnd Model Daty, OCRoilly Modin, Ine | 2007

IMDSC-202] — Multivariate Statistical Analysis 3 Credits

Course Objective: To learm multivariate statistical methods that uncover surprising but
valid linkages between variables and explain and predict their measured values,

Course Outcome ; Develop the skill set to
1. Select appropriate methods of multivariate data analysis
2, Detect outhiers and cleaning multivariste data;
3. Perform several statistical tests on multivadate data:

Uinit Title Contents No, of
Periods
| Matrix  Algebra | Matrix and vector algebra, positive-delinite matrices, 5

and Optimization | spectral decomposition theorem: random vectors and
mairices. mean vectors and covariance matrices; matrix
inequalities and maximization

2 Sample Geometry | Random  szamples. Sample mean wvector, Sample 4
and Random Covariance and correlation  matrices; Generalized
Sampling variance and total variance; Sample values of Linear

combination of variables

Ak

The Multrvariate | Multivariate normal density and 118 properties: 5
Normal maximum likelihood estimators of the parameters and |
Dastribution their sampling distributions, Wishart Distribution:
Assessing the Assumption of Normality; Detecting
Crutfiers and Cleaning Data;

—
1

4 Testing Hypothesis | Tests of hypothesis about the mean vector of normal &
distribution, Hotelling’s T°- statistics and Likelihood
Ratip Tests; Confidence Regions and Simultaneous
Confidence Statements; Large Sample Inferénces about
& Population Mean Vector, Comparing Mean Vectors
from Two Populations, Simultaneous Confidence
Intervals for Treatment Effects, Testing for Equality of
Covariance Matrices,

5 Advanced Principal Compuonent Analysis: 14
[ | [Mvaise | o9 e |

iHTs

Applicatile from the scademic year Hﬂ-]&.l omwards i
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Statistical
Techniques

Population and Sample Principal Components,
Summarizing Sample Varance by Principal
Components: Graphing the Principal Components;

Canonical Correlation Analysis:

Canedgesl  Vardetes  gnd  Coponieal Conelalions,
Interpreting the Population Canonical Variables: and the
Sample Canonical Variates and Sample Canonical
Correlations

Discriminant Analvsis:

Bayes rule and Classitication problem, Classification
for Two Multivariate Normal Populations, Evaluating
Classification Functions

Total: 39 Periods

Key Text(s):
Richard Johnson and Dean Wichern, Applied Multivariate Statistical Analvsis, 6th Edition,
Pearson Publications, 2007

Chapters: 2, 3, 4, 5.1-5.5, 6.1-6.3, 6.5-6.6, B.1-8.4, 10.1-10.4, 106, 12.1-11 4

References:
1. Anderson T. W., An Introduction to Multivariate Statistical Analvsiz, Wiley, 2003,
2. Kshirsagar, A. M., Multivanate Analysis, Marcel Dekker, 1972,
3. STAT-503: Applied Multivariate Statistical Analysis, Retrieved Jul 5, 2022 from

htips:‘online.stat. psuedu/stat 305/

[MDSC-202(P)] -

Practicals: Multivariate Statistical Analysis

1 Credit

Course Objective: To introduce different statical technigues from Multivariate

Statistical Analysis in R programming

Course Outcome: Develap the skill s=t to
1. Write R program 1o carry out multivariate data analysis;
2. Develop differemt models like PCA, Discriminamt Analysis, and
Correlation Analysis using B

Unit Title Contents Mo, of
Periods
Matrix  Algebra | vectors, matrices and their operations. Computing g |
through R eipenvalues and eigenvectors for given matrix, Positive
definite matrices and computing square-raool of a positive
definite matrix
2 paplolr? - Loading and reading multiveriate datasets in R 1]
. — VYisualize plotss Dot plos,
{ - Histoprams, and scatter plots /f'
| o g
pplicable Fom the Academic yesr 2022-23 onwards p |

g




- Perform  Exploratory Data  Analysis  for
multivariate Dita

- ) and Chi-Square plots

- Transforming the data

Modeling

- Perform MANCOWYA

= Perform Principal Component Analysis

- Perform Canonical Correlation Analysis

- Perform LDA and QDA for Classification of two

populations

Id

Total: 26 periods

Key Text{s):
1

Gareth James, Daniela Witten, Trevor Hastie, and Robert Tibshirani, An Introduction to

Statistical Leaming with Applicstions in B, Springer Science, Mew York, 2013

Retrieved on August 08, 2022 from hitps:/Swww statlearning. com)

Hadley Wickham & Garrett Grolemund. R for Data Science: Import. Tidy, Transform, |

Visualize, and Model Data, O Reilly Media, Inc.. 2017

IMDSC-203] — Machine Learning 3 Credits

Course Objective:

® Tointroduce students to the basic concepts and techniques of Machine Learning,
# To become familiar with regression methods, ¢lassification methods, ¢lustenng

miethads;

e To become familiar with Dimensionality reduction Techniques

Course OQutcome ; Develop the skill set to
I. Gain knowledge about basic concepts of Machine Learning

ll.h.'l.l-‘-!"'\.;

Identify machine leaming techniques suitable fora given problem
Solve the problems using various machine learning techniques
Apply Dimensionality reduction lechniques,

Unit

Title

Contents

Mo, of
Feriods

Intraduction

Machine Learning: Introduction. Types of machine
learning, supervised leaming-Basics, Reinforcement
Learning

[ %)

Regression Models

Linear Regression, Multivariate Regression, Subset
Selection. Shrinkage Methods. Principal Componeni
Regression, Partial Least squares Linear Classification,
Logistic Regression, Linear Discriminant Analysis

Applicalde from the academie year 1023-23 anwards
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3 Support  Vector | Perceptron, Support Vector Machines, Neural Netwaorks 8
Machine = Introduction, Early Models, Percepron Leaming,
Backpropagation, Initialization, Training & Validation,
Parameter Estimation - MLE, MAP, Bavesian
Fstimalion
5 Decisivn Trees Deecigivn Trees, Regression Trees, Stopping Criterion & 8
Pruning loss functions, Categorical Attributes,
Multiway Splits. Missing Values, Decision Trees -
Instability Evaluation Measures Bootstrapping & Cross
Validation, Class Evaluation Measures, ROC curve.
MDL, Ensemble Mecthods - Bagging, Conunitiee
Machines and Stacking, Boosting
b Ensemble Grradient Boosting, Random Forests, Multi-class 8
Techniques Classification, Naive Bayes, Bavesian Networks
Undirected Graphical Models. HMM, Variable
Elimination, Belief Propagation
7 Clustering Partitional Clustering, Hierarchical Clustering, Birch 5
Algorithm, CURE Algorithm, Density-based
Clustering, Gaussian Mixture Models, Expectation
Maximization
Total: 39 Periods
Key Text(s):
I. Trevor Hastie. Robert Tibshirani, and Jerome H, Friedman, The Elemenits of
Statistical Leaming, Second Edition, Springer, 2009
Retrieved on July 05, 2022 from hitps://hastie.su.domains/PapersESLILpdf
1. Chrisopber M Bishop, Pattern Recognition and Machine Learning, Springer, 2006
3. Rogers and Girolami, A First Course in Machine Leaming, Chapman and Hall/CRC,
2015
References:

Barber, Bayesian Reasoning and Machine Leaming, Cambridge University Press, 2012
Hal Daume [11, A Course in Machine Learning, e-Edition, 2012

Mitchell, Machine Learning, McGraw Hill, 1997

CE229-Machine Leamning, Stanford University, Retrieved June 30, 2022 from

R

IMIISC-I[IJ{P}]_ - Practicals: Machine Learning 1 Credit

Course Objective: qu':r imiplement basic ML algorithms in python

| == L o
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Course Outeome : Develop the skill set to
. Mastering in pyvthon library scikit-learn by implementing several ML alzorithms
2. Design application using machine learning technigues

Umit Title Contents N of
Periods
l Introduction - Review numpy, pandas and motplotlib 0

- lmplementation of Linear algorithms, Non-
Linear Algorithms and ensembling algorithms,
bias-variance tradeofl, from scratch in python

2 Python Library Develop different ML algorithms using scikit-learn 13
seikit-learn
Total: 26 Periods
Key Text(s):
1. Jason Brownlee, Master Machine Learning Algorithms, Discover How They Work and
Implernent them from Scratch, Machine Learning Mastery, eBook, 2017
Retrieved Jun 30, 2022 from GitHub - - Jason Brownlee Master Machine Leaming
Algorithms
2. Aurchien Géren, Hands-On Machine Learning wath Seikit-Leam, Keras, and

TensorFlow, O'reilly, 2019

3. Scikit-learn Documentation, retrieved June 30, 2022 from scikit-learmn Tutorials —

seikit-learn 1.0.2 documentation

[MDSC-204] — Big Data Analytics 4 Credits

\Course Objective:
o To provide an overview of an exciting growing feld of big data analytics,
| & Toteach the fundamental techniques and principlés in achieving hig data analytics with
scalability and streaming capahility,
o To enable students o haove skills that will help them o solve complex real-world problems
in decision suppoert.

Course (utcome: Students will be able 1o
1. Undersiand the Key issues in big dote management and its associated applications in
intelligent business and scientific computing.
2. Interpret business models and scientific computing paradigms, and apply software tools for
big data snalytics.
3. Achieve adequate perspectives of big data analytics in various applications like
recommender svstems, social media applications eto.

UNIT Tuopics No. of
Periods
T = =
'i'rvnrn the sendemic year 2022-13 pnwords 24
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| 1 |introductien to Big Data Big Data - Why and Where?, Chamcteristics of Big 4
Data and Dimensions of Sealability, Getting value out
of Big Data, Foundstions for Big Data Systems and
Programming

(=]

Similarity Algorithims Mear-Neighbor search, Shingling, Similarity 1]
preserying summary, Locality sensitive functions,
Distanee measures, Locality sensitive heshing and its
applications to different distance meéasures,
Applications of Locality sensitive hashing

3 |Streaming Data Stream Data model, Sampling dota ina stream, 10
Filtering streams, Counting distinel elements in a
stream. Application of stream algorithms in counting.

4 |Link Analysis Page Ronk, Computaticn of Page Rank, Topic &
sensitive page rank, Link spam.

5 |Frequent [tem sets Muarket-Basket model, A-prior glgorithm, Larger L0

datascis in main memaory, Limited pass algorithms,
Counting frequent sets ina stream

& |Social Metwork Graphs Clustering, Discovening of communities, Partitioning. 12
Finding overlapping communitics, Simrank, Counting
Triangles, Neighborhood properties

Total: 52 Periods

Key Textis)
Anand Rajaraman, Mining Massive Datasets, Stanford University Press, 2014

Chapters: 21-23,31-37, 41-46,5.1-54, 81-84. 10

[MDSC-205] — Software Lab in Data Engineering 4 Credits

Course Objective: Build, monitor and manage real time date pipelines 1o create data
engineering infrastructure using open source projects

Course Outcome : Develop the skill set to perform extract, transform and load data
pipelines that forms the foundation of data engineering

Unit Title Contents No. of
Periods

I Python for Apache | Overview of Variables & Dats Types, Conditionals & |6

Spark Loaps, Functions & Packages, Collections & Classes
2 Spark Architecture | Introduction, Databricks platform 8
3 Spark SQL Introduction, Joins & Temporary views. Higher Order 24
A fuﬁ‘nﬁbns. Lise cases
Pk Iy 3

= =l h
Ll . T
= b
_ﬁ( o
;‘ 3
i Ij' a4
bl Yrom the acndemic vear Eﬂm iwards




Spark ML [mtraduction, Components, Basics of MLFlow, Basics id
' of AutoML, Basics of Feature Store, Use case

Spark Streaming | Introduction, Batch & Sireaming engines; Big Duta 24
Ecosystem, Use case

Total: 104 Periods

Kev Text{s):
L.

2

Jules 8, Damiji, Brooke Wenig, Tathagata Das, Denny Lee, Learning Spark - Lightning
Fast Data Analysis, Second Edition, O Reilly, 2015
Wick Pentreath, Machine Leaming with Spark, PACKT Publishing, 2015

SEMESTER-INN

IMDSC-301] - Stochastic Processes 3 Credits

Course Objective: Stochastic models are among the most widely used tools in operations
research and management science. Stochastic processes and applications can be used to analyze
el solve a diverse range of problems ansimg in production and myentory control, resource
planning, service systems, commter networks and manmy others.

Course Outcomes: Devalop the skill set fo l
I. elucidate the power of stochastic processes and their range of applications;
2. demonstrate essentinl stochastic modeling twaols including Markov ¢hains and
Canssian processes,
3. formulate and solve problems which involve setting up stochastic models
4, o solve different fechnigues from stochastic processes using B

Unit

Title Contenis No. of
Periods

Introduction bo Stochastic  Processes,  Maerkoy  Chains. . Transition T
Markov Chains Probabilities, Limiting and Stationary distributions,
Irveducible Markov chain, Periodicity, Ergodicity and Time
Reversibility of Markoy chains, Regeneration and strong
Markew  property.  Probability  Generaling  Functions,
Extinction of Branching processes and Markov Chain and
Monte Cario: Hasting Algorithm, Gibbs Sampler

| Paisson Process Arrival, Interarrival Gimes, Infinitesimal  probabilities, 8
Thinned, and Spatial Poisson processes,

Continuous Markow | Infmitesimal  Genemator;  Long-Term  Behavior, Time- 12
¢hains Reversibility, Birth and Death Process, Queuing Theory,
Subordinated Poisson process;

Brownian Motion Brownian Motion, Random Walk, and Gaussian process; 12
1o} Transformations ang SeHEBRESY ariations and spplications:

AppHcuble from the academicsear 2022-15 onwerds
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Total: 3% Periods

Koy Texis):
Raobert P.Dobrow, Introduction to Stochastic Process with R, John Wiley & Sons, Ine., 2016
Clagsters. 1,2 1-25, 5. 1-5.8, 4, 5.1-3.5, 6, /. 8
Remievied July 5, 2022 from hitpsA'people ecarleton edu'-rdobeow.gochbook!

References:
. Paul G. Hoel, Sidney C. Port and Charles J. Stone, Stochastic Process, Houghton Mifflin
Company, BOSTON, 1972
Olga Korosteleva, Stochastic Process with R, An Introduction, First Editian, CRC Press, 2022
I Medhi, Stochastic Process, Third Cdition, New Academic Science Limited. 2012
Ross, 5., Stochaste Processes, second edition, John Wiley, | 996,
Gioswami, A and Rao, B, V., A Course in Applied Stochastic Processes, Hindustan Book Agency,
20086,

R

|MDSC-301(P)| - Practicals: Stochastic Processes 1 Credit

Course Objective: To implement different techniques from Stochastic Processes in R

Course Outeomes: Davelop the skill sel 1o
|. demonstrate essential stochastic modeling wools including Markev chains and
Caussian processes in B
1. formulate and solve problems which involve sciting up stochastic models with R

Umit Title Contenis Periods

I Implementation in B 26
Simulation of a Markov chain
Simuletion of Gambler's Ruin
Compite the Higher Transition Probabiitics
Computing Limiting and Stationary distributions
Computing an Expected Return Time
The following simulation can be done:

& Eat, Play, Slegp

= Brownian Modion

o Randcm Walk

o CEIussian process

Total: 26 Periods

Key Texts):
Robert P.Dobrow, Introduction 1o Stochastic Process with R, John Wiley & Sons. Ine., 2016
Chapters: 1, 2.1-2.5, 3.1-3.8, 4, 5.1.53, 6, 7. 8
Retrieved July 5. 2022 from hiips:people. carleton.edu/~rdobrowstochbook/

References:

Olga Korosteleva, Stochastic Process with R, An Introduction, First Edition, CRC Press, 2022

-
3

[MDSC-302] — Deep Learning
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Course Objective:
To introduce the prominent deep learning architectures used in the mdustry.
To tmpart & strong understanding of the training mechanisms.
To expose students (o Advanced topics like Attention based models, Deep Generative models
Course Outeome - Through this course. students will be able o
. Develop deap learming solutivns o standand Al elated ol
2. Have a stronp understanding of the imernal workings of deep leaming architectures
Uit Tiile Conlents No. of
Periods
MeCulloch Fins Weuron, Percepirons, Perceptron Learming 8
An Introduction to | Algorithm and Convergence, Multilayver Perceptron { MLIPs),
Meural Metworks Representation Power of MLPs, Sigmoid Neurons, Gradient
Descant, FeedForward Neurpl Networks, Backpropagation,
|
2 Gradient  Descent | Gradient Descent (GD), Momentwm Based GD, Nesterov 5
Strateires Accelerated G0, Stochastic D, AdeGrad, RMS5Prop and
Adwmz
: 3 Embedding and | Review of Principal Component Anelvsis, Autoencoders and 5
Representation relation to PCA, Repularization in awtoencoders. Denpising
Leamming autoencoders, Sparse autcencoders, Contractive autoencoders
4 _ Bias varance Tradeoff, <- regularization, Early stopping, 3
Regularization  for | Dataset augmentation, Parsmeters sharing and tving. Injecting
Deep Newral | noise at input, Ensemble methods, Dropont, Greedy Layer
Metworks Wise Pre-training, Better activation functions, Betler weight
initilizotion methods, Batch Normatization
5 The basic stucture of convolutional Metwork: Padding, 5
Convalutional Strides, RelU Laver, Pooling, and Fully Connected Lavers;
Menral Metwaorks Case studies of Convolutional Architectures: AlexMNet, ZFMet,
WVOOMNel, GooeleMNet, ResMet; Visualizing Convolutional
Weural Metworks, Guided Backpropagation,
3 Recurrent Meural | Becurrent Meural Metworks, Backpropagstion throogh time ]
Metworks (BPTTY Vamishig and Exploding Gradiems,  Truncated
| BPFIT. GRLJ, LSTMs
7 Advanced topics in | Encoder Decoder Models, Attention Mechanism, Amention f
Deep Learning over images, Variational autoencoders, Generative Adversarial
Metworks ((GANS)
Total: 3% Periods
Key Textis):
1. lan Goodfellow, YoshuaBengio, Aaron Courville, Deep Leaming. The MIT Press, 2016
2. Mikhil Budoma, Nicholas Locascio, Fundamentals of Deep Leaming: Designing Next-
Generation Machine Intelligence Algorithms, O'ReillvMedia, 2017
3, Charu C, Agarwel, Neuml Networks snd Deep Learming: A Textbook, Springer, 2018
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Duda, B.C), Hart, P.E., and Stork, DG, Pattern Classification, Wiley-Interscience, Second
Edition, 2001

Theodaoridis, 5. snd Koutraumbas, K., Pattem Recognition. Fourth Edition, Academic Press,
TO0E

Russell, §. and Morvig. M. Antificial Intelligence: A Modern Approach. Prentice Hall Series in
Artificial Intelligence, 2003

Bishop, C. M. Neural Networks for Patiern Recognition. Oxford University Press. 1995,
Hastie, T., Tibshirani, R. and Friedman, J, The Elements of Statistical Learning, Springer, 2001,
Keller, D. and Friedman, M. Probabilistic Graphical Models. MIT Press. 2009.

IMDSC-302(P)] — Practicals: Deep Learning 1 Credit

Course Ohjective:
s To build Deep Learning models using PyTorch

Course Outcome Develop the skill set to
1. implement several deep learning algorithm from scratch

2. Prototype solutions in Python

Uimit

Title Contents Poriods

Why Py Torch?, Basics of Tensors: Tensors. indexing,

PyTorch Basics | g0 qffued, slicing, dtypes, moving tensors to GPLU 2

Representation of real-world data using tensors: image
data, tabular datn, and text data

Download datasets, Dataset class, Datasel
Transformation, Normalizing the dats, Create your own
dataset using dalaloader

F-4

Warking with Pretrained models: AlexNet, ResNet, Artistic Style, .
pretmmed models CyveleGAN cic

3 The mechanics of | Gathering some data, Visualizing the data, lternting to &
Leaming fit the model, Normalizing inputs, pytorch autograd,
pytorch.nn module
4 Case studies 1. Classification of images in CIFAR10 dataset a

2. Classification medel to detect suspected tumors
3. Senment Anulvsis

- Total: 26 Perinds

ekils)

icnbld from the sendemic yesr 2022323 onwarils




Eli Stevens. Luca Antiga, and Thomas Viehmann, Deep Learning with PyTorch,

Manning Publications Co.. 2020
2. PyTorch documentation, Retrieved July 03, 2022 from
hitps:(/pyvtorch.org/docs/stable/index. himl

4. P'yloch For Deep Learning, heecodecanp.og, reltleved July U5, 2022 Do
https:/'www voutube comy'watch v—Glsg-ZLVOMY
IMDSC-303] — Natural Language Processing 3 Credits
Course Objective: To impart knowledge in elassification of documents, retrieving and
extracting informiation from documents, identifving important documents available as
unstructured fext.,
Course Outcome Develop the skill set in NLP to use them in practical situations.
Unit Tithe Confents No. of
Perinds
Introduction to Regular Expressions, Words, Corpore, Text 4
NLP MNormalization, Edit Distance
2 N-gram Language | N-grams, Evaluating Language Models, Sampling 4
Muodels sentences, Generalization, Smoothing, Entropy &
Perplexity
3 Text Classification | Maive Bayes classifier, Optimizing for sentiment 7
analysis, Naive Bayes Langusge Model, Naive Bayes
| for other text classification tasks, Evaluation, Cross-
validation, Logistic Regression, Multinormial Logistic
Regression, Cross-entropy loss, Gradient Descent,
Regularization
4 Vector Semantics | Lexical Semantics, Vector Semantics, Words & ]
Vectors, Cosine Distance, TF-IDF, Pointwise Mutual
Information, Word2Vec, Visualizing embeddings,
Semantic properties of embeddings, Evaluation vector
maodels
5 | Bequence Labeling | Part-of-Speech Tagging, Named Entity Tagging, HMM 4
PoS tageing. Conditional Eandom Fields, Evaluation
1] Sequence Feedtorward Networks for NLF, Neural Language ¥
Processing using | Models, RNN Language Models, Stacked and
Deep Leaming Bidirectional RINNs, LSTM, Transformers, Contextual
generation and Summarization
; }b_w
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i Machine Language Divergence. Encoder-Decoder Modet, ¥
Translation and Encoder-Decoder with RNN, Attention, Beam Search,
Encoder-Decoder | Encode-Diecoder with Transformers, Bidirectional
Models Transtormer Encoders, Transfer Learning. Evaluation

Total: 39 Periode

Key Texi(s).

Dan Jurafsky and James Martin, An Introduction to Matural Language Processing, Computationsl

- Linguistics and Speech Recognition, Speech and Language Processing, Third Edition, Prentice

L

References:
Jacob Eisenstein, Introduction to Natural Language Processing, MIT Press, 2019

2. Steven Bird, Ewan Klein and Edward Loper, Natural Language Processing with Python
- Analyzing Text with the Natural Language Toolkit, O reilly First edition, 2011

[MDSC-303(P)] ~Practicals: Natural Language Processing® 1 Credit

Course Objective: Implement NLP techniques using a programming language like

python
Course Outeome Develop the skill set w implement NLP solutions for real life
problems.
Unit Tiile Contents Periods

1 Implement document simitarity wsing differemt
Document measires 3
similarity

2 Bigram and Implement vector medels with Bigrams and Trigrams 4
Trigram models

3 Naf!f:w-ﬂﬁ}'zs & Implement Naive-Bayes and Logistic regression for 3
Logistic document classification
Regression

4 PoS Tagging Implement Pans-of-Speech agging 4

3 Encoder-Decoder | Implement Encoder-Decoder model with RNN 6
el

o
Appheabbe from the ncademie y:urm.‘:qﬂ.]' apwinrdy E1|




8 Basic Machine
Translation

Implement machine translation of phrases mn one
language to other

Total: 26 Periods |

*All implementation nsing PvTorchTensorFlow

Key Text(s): Steven Bird, Ewan Klein and Edward Loper, Natural Language Procéssing with
Pvthon - Analvzing Text with the Natural Language Toolkit, O reilly. First edition. 2011

IMDSC-304] — Cloud Computing

3 Credits

MHIre.,

Course Objective: To make students understand the core concepts of virtualization,
cloud storage: key-valueNoS0OL stores, cloud networking, fault-tolerance cloud using
PAXOS, peer-to-peer systems, classical distributed algorithms such as leader election,
time, ordering in distributed systems, distributed mutual exclusion, distributed
algorithms for failures and recovery approaches, emerging areas of big data and many

Google's B4, Microsoft’s Swan

Course Quteome : Llpon completing this course,
1. students will have intimate knowledge about the intemals of cloud computing
and how the distributed systems comeepts work inside clouds.
2. working knowledge an the current industry systems such as Apache Spark,
Google’s Chubby, Apache Zookeeper, HBase, MapReduce, Apache Cassandra,

Unit Unit Title Unit Contents MNo. of
No. Period
5
1 Introduction: Cloud computing at a glance; Historical 7
Principles of Parallel and Developments; building Cloud computing
Distributed Computing environment; computing platforms and
Technologies Principles of Parallel and
Distributed  Computing:  Eras  of
Computing; parallel Vs distributed
computing: elements of  distributed
computing: technologies of Distributed
computing
2 Virtualization and Cloud Characteristics of virtualized 5
Computing Architecture environments: virtualization techniques;
virtualization and cloud computing; pros
and cons of virlualization; examples. Cloud
Reterence model; Types of clouds; cloud
/ J economics; open challenges
Applicable from the academic vear 2022-23 onwards X2
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3 | Aneka: Cloud  application | Overview; anatomy of the Aneka =

Platform container; building Aneka clouds; cloud
programming and management
4 | Concurrent Computing and Introducing  parallelism; programming | 8

Tligh Thuouglipul Compuling will oeads, mudiltheeading with Aveka;
and Map Reduce Programming | applications; Task Computing: task based
Application  Model; Task  based
Programming:

Data Intensive Computng; Technologies:
Aneka Map Reduce Programming

5 | Cloud Platforms in Indastry and | Amazon Web services; Google App| 6

Cloud Applications Engine; Microsoft Azure; Cloud scientific
Applications; Business and Consumer
Applications
6 | Advanced Topics in Cloud Energy Efficiency Clouds; Market based | 8

Computing and Cloud Security | management clouds; Federated Clouds:
Third Party Cloud Services; Infrastructure
Security: Network level security, Host level
security, and Application level security;
Data security and Storage

Total: 39 Periods

Key Text(s):

Rajkumar Buyya, Christian Vecchiola, 5. Thamarai Selvi, Mastering Clowd Computing, MGH-
2013

Chapters: 1,2,3.4,5,6,7 8,9,10,11

REFERENCE BOOKS
L. Rajkumar Buyya, James Broberg, Andrzej M, Goscinski Cloud Computing: Principles and
Paradigms, Wiley, 2011
2. Barrie Sosinsky, Clowd Compuding Bible, Wiley-India, 2010
4. Nikos Antonopoulos, Lee Gillam, Clowd Computing: Principles, Systems and Applications,
Springer, 2012
4. Ronald L. Krutz, Russell Dean Vines, Cloud Security: A Comprehensive Guide to Secure

Cioud Compubing, Wiley-lndis, 2010

Applicable from the aendemic year 2022-23 onveards 1




IMDSC-304{P)|—Practicals: Cloud Computing 1 Credit

Course Objective:
To make students understand the core concepts of virtualization. cloud storage:!
key-valueMNoSOQL stores, cloud networking, fault-tolerance cloud using
PAXCS, peer-lo-peer systems, classical distnbuted algonthms such as leader
election, tme, ordeting in disteibuied systems, distribuled mulual exclusion,

distributed algorithms for failures and recovery approaches, emerging areas of
big data and many moe.

Course Outeome Develop the skill set o
|, students will have intimage knowladge about the internals of cloud computing and
how the distributed systems concepts work inside cloods.

2. working knowiedge on the current industry systems such as Apache Spark
Google's Chubby, Apache Zookeeper, HBase, MapReduce, Apache Cassandra,
Cioogle’s B4, Microsoft's Swan

Unit Title Contents Mo, of
Periods
L
Implementations Implementation of algorithms /exercises from ditferent 26
units in the syllabus in the Lab,
Total: 26 Periods
Key Texti{s):
Rajiv Misra, Cloud Computing and Distributed Systems-11T Patna
Retrieved July 03, 2022 from htips:/mptel.ac.in'courses’1 (6104 1 §2
cildle from the peademie vear 2028-25 onwnrds 34
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List of Electives:

1. MDSC-Al: Artificial Intelligence [4 Credits]

2, MDSC-CGT: Combinntorics and Graph Theory [4 crediis]

3. MDSC-RL: Reinforcement Learning [3 Credins]
MDSC-RL{P) Fracticals-Keinforcement Leaming || Credit]

4. MDSC-MLO: Machine Leaming Operations [3 Credits]
MDSC-MLAP): Practicals: Machine Learning Operatiaons [ | credit]

3. MDSC - IR: Information Retrieval [4 credits]

6. MISC ~ NS: Metwork Security |4 credis|

7. MDSC ~loT: Internet.of Things |3 credits] and
MIDEC - ToT (P): Practicals: Internet of Things Lab | | credit)

B, MDSC - ATS: Applied Time Series Analysis [4 credits)

% MDSC - TDA: Topological Data Analvsis [4 credits]

10, MDSC - LSP: Linux Svstem Programming [4 credins]

1. MDSC-DS: Distributed Systems [4 credits]

IMDSC-AI| — Artificial Intelligence 4 Credits

Course Ohjective:

* Tounderstand an autonomous apent

* Tostudy a wide variety of search methods that agents can emplay for problem

solving,

Course Qutcome : Students will be able 1o
I.  Understand a problem from autonomous agent’s point of view
2, Solvea real-world problem using various search methods to amive at a human like

decision

3. Write inference rules based on logic that can make decisions.

from the academie venr 202223 omwardy

Uit Title Contenty N,
of
Peri
adds
1 Intraduction Intreduction: History, Can Machines think?, Turing Test, 10
Winagrad Schema Challenge, Language and Thought,
Wheels & Gears, Philosophy, Mind, Reasoning,
Computation, Dartmouth Conference, The Chess Saga,
Epiphenomend,
. State Space Search: Depth First Search, Breadth First Search. | 10
Searching Concepts | Depth First lterative Deepening Heuristic Search: Best First
Search, Hill Climbing, Solution Space. TSP, Escaping Local
Optima, Stochastic Local Search
3 Population Based Methods: Genetic Algorithms, SAT, TSP, | 12
search Algorithms | emergent  Systems, Amt Colony Optimization, Finding
Optimal Paths: Branch & Boung=d*, Admissibility of A%,
- |
35




Informed Heoristic Functions. Space Saving Versions of A%;
Weighted A%, IDA*, KBFS, Monotone Condition, Sequence
Alignment, DCFS, SMGS, Beam Stack Secarch

rame  theory and
advaticed  seareh
Algorithims

CGame Playing: Game Theory, Board Games and Game Trees,
Algorithm Minimax, Alpha Beta and 555*% Automated
Planning: Domain Independent Planning, Blocks World,
Forwird & Backward S¢arch, Goal Stack Planning, Plan
Space Planning, Problem Decomposition: Means Ends
Analysis, Algorithm Graph plan, Algorithm AC*.

Logical Inference

Rule Based Expert Systems: Production Systems, Inference
Engine. Muptch-Resolve-Execute, Rete Nel Deduction as
Search: Logic, Soundness, Completeness, First Order Logic,
Forward Chaining, Backward Chaining, Constraint
Processing: CSPs, Consistency Based Diagnosis, Algorithm
Backtracking, Arg Consistency, Algorithm Forward Checking

Tuotal: 52 Periods

2013

Eey Texiz):
Deepak Khemani, A First Cowrse in Artificial Intelligence, McGraw Hill Education {India),

2

-

F.eferences:
1.

Stefan Edelkamp and Stefan Schroedl, Heuristic Search: Theory and Applications,

Academic Press, 2001

John Haugeland, Artificial Intelligence: The Very ldea, A Bradford Book, The MIT Press,

| 983,

Pamela MeCorduck, Machines Who Think: A Personal Tnguiry into the History and
Prospects of Artificial Intelligence, Second Edition, A K Peters/'CRC Press; Second

Edition, 2004,

Zhigniew Michalewicz and David B, Fopgel, How to Solve It Modemn Heuristics, Second

Edition, Springer; 2004

Judea Pearl, Heuristics: Intelligent Search Strategies for Computer Problem Sobving.

Addizon-Wesley, 1984,

Elaine Rich and Kevin Knight, Artificial Intelligence, Tata McGraw Hill, 1991,
Stuart Russell and Peter Norvig, Artificial Intelligence: A Modern Appeoach, 3rd Edition,

Prantice Hall, 2009,

FEugene Charniak, Drew McDermott, Introduction to Artificial Intelligence, Addison-

Wesley, 1985,

Patrick Henry Winston, Artificial Intellipence. Addisen-Wesley, 1992,

ble froim the ncademic year 2022-23 onwards
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IMDSC-CGT] - Combinatorics and Graph Theory 4 Credits

Course Objectives:
®  To get introduced to the elementary principles of Combinatorics
®  Tounderstand the fundamental concepts of graph theory,

Course Outeome: Develop the skill set to evaluate some real time problems using
conceps of geaph theory and combinatorics.

Unit Title Contents No.
of
Peri
nids
1 Elements of Graph | Graphs, Special Types of Graphs, Craphs and Matrices, | 6
Theory Ciraph Models and Distance, Coloring of Graphs: Chromatic

MNumber and Chramatic Polynomial

pa

Elements of Trees Trees, Properties of Trees, Spanning &nd Counting of Trees, [ 12
Trails, Circoits, Paths, Cycles and Planarity: Regular
Polvhedra and Kuoratowski's Theorem

3 Advanced Topies in | Matchings: Hall’s Theorem and SDRS, The Kenig-Egervary | 10
Graph Theory Theorem end Perfect Matching
Ramsey Theory: Classical and Exact Ramsey Mumbers
4 Bazics in Binomial, Multinomial Coefficients, The Pigeonhole [ 10
Combinatorics Principle, The prnciple of Inclusion and Exclusion,

Cienerating Functions, Partitions, Special Numbers: Stirling,
Bell and Evlerian Mumbers

5 Advanced Topics in | Polya’s Theory of Counting: Permutation Groups, Bumside | 14
Combinatorics Lemma, The Cyele Index, Polya’s Enumeration Formula: The
Gale-Bhapley Algonthm; Svlvester Problem and Convex
Palvgons
Total: 52 Periods |
Key Texi(s):

John M. Harris, Jeffry L Hirst, and M.J. Mossinghoff, Combinatorics and Graph Theory, Second |
Edition. Springer 2008

References:

I, Sebastian M.Cioaba, M. Ram Murthy, A First Course in Graph Theory and Combinatorics,
Hindustiun Book Agency-2000

2. Marsing Deo, Graph theoryiwailzApplications to Engineering and Computer Science, Prentice
Hall-1974 ol ute
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IMDSC-RL] - Reinforcement Learning 3 Credits

Course Objectives:

®  Tointroduce basic mathematical functions in Reinforeement Learning
& To discoss variows desp leaming architectures to approximate Cvalue functions

Course OQuteomes: Develop skill set w

. solve real-world problems using reinforcement leaming techniques like MDP and

Bellman Equation
2, Approximate Qsvalue functions using Deep Neural Netwarks

Unit Title Contents No. |
of
Peri
ods

1 Introduction o Reward fimctions and Determining a good reward funceion, [ 10
Reinforcement State and Action; The Markoy Decision Process (MDP),
Leaming Bealiman Equation: Estimating the valug Tunction and -

function, Application of Dhnamic Programming to solve
Beliman Equation, Value iteration and Policy lteration
meethods,

2 Temparal Difference | Challenges with Classical DP, Model-Based and Model-Free [ &
Learning and - Approaches, Temporel Difference Learning, SARSA. -
Leaming Learming, Explore vs Exploil.

3 Peep Q-Metworks Review of Deep Learnmg: Feed-Forward Meournl Networks, | B

Activation Fungtions, Loss Funclions, and Optimezers in
Deep Learning, Convolutional Neural Networks:

The XN Algorithm: Experience Replay. Target O-Network,
Clipping Rewards and Penalties: Double DON, Dueling
DON,

] Policy-Based IPniinz.r-Eascd approaches, Difference between value-based | §
Reinforcement and policy-based approaches. The REINFORCE Algorithm,
Leaming Methods to Reduce Variance in REINFORCE Algorithm

b Actor-Critic Models | Actor-Critic method and DON, Advantage Actor-Critic | 7

srchitectyre, Asynchronons Advamiage Actor-critic (A3IC)
architecture and Synchronous Advanlage Actor-critic (AZC)
architeciure
) I & ]
|i_| q|
icable from the neademic yEar 2012-23 enwards 18
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Total: 39 Periods

Koy Textis):
. Maohit Sewak, Desp Reinforcement Learning: Frontiers of Artificial Intelligence, Springer
Mature Singapore Pyt Led. 2019
2. Richard 5. Sutton and Andrew G. Barto, Reinforcement Leaming, The MIT Press, 2018

Reforences:
1. Phil Winder, Reinforcement Learning, O'Reilly Media, Inc.. 2021

|MDSC-RL(P)]- Practicals: Reinforcement Learning 1 Credit

Course Objectives: To implement different Reinforeement Learning algorithms in |

python

Course Outcomes: Develop skill set o

1. solve real-world problems using reinforcement learning techniques like
MDP and Bellman Equation

2. Approximate Q-value functions using Deep Neural Networks

Unit Title Contents N
of
Perio
s
1 Pythan 26
Implementations - Girid-World Problem

Value iteration 1o solve Grid-World Problem
- Policy lterations to solve Grid-World Problem
- Define Q-Leaming agents
- Testing the agent implementation
- Define DON and Double DON Apents
- AJC grehitéeture
Latest real-world applications from
Reinforcement Learning

Total: 26 Perinds

Key Text{s):
1. Mohit Sewak, Deep Reinforcement Learming: Frontiers of Artificial Intelligence, Springer
Mature Singapore Pvt Lud. 2019
2. Richard 5. Sutton and Andrew G. Barto, Reinforcement Leamning, The MIT Press, 2018

References:
1. Phil Winder, Reinforcement Learning, O Reilly Media, nc,, 2021

App e from the academle year 2022-23 dnwards




|MDSC-MLO| — Machine Learning Operations 3 Credits

Course Objective: Maintenance of the Machine learning models in the production
environment has become ope the challenges for modern organizations using rechnology
as well as business. This course 15 designed to have a basic understanding of the ML
model hfe cvole in the production enviromment,

Course Duteomes: Develop the skill set to

1. Understand the MLOps as a discipline in the industry
Learn the ML- Iife cycle

q
3. Example based learning cn ML models

Enterprise, (' Reilly, 2020

Retrieved Jun 30,2022 from

Unit | Title Contents Mo, of
Periods

MLOps: What and Why Now and Challenges, Peopie of MLOps, 1
[ Why Eew MLOps Feattires.

MLOps: How Developing Models, Preparing for Production, 15
2 Deploying to Production, Monitoring and

Feedhock Laop, Model Governnnge,

MLOps: Examples Consumer Credit Risk Management, Marketing 14

3 Recommendation Engmes, Consumption Farecast
Tetal : 39 Perids

Key Text{s):

Mark Trveil and the Dataiku Team, Introducing MLOps: How to Scale Machine Leaming in the

|IMDSC-MLO{P)| = Practicals: Machine Learning Operations 1 Credits

Coorse Objectives To eam the development of some contamers

Aj bile from the scademis year 202225 onwards
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Course Quicomes: Develop the skill sef o implement
. Web Applications for ML Models
2. Contninerization
Ulmit Title Comienis Mo ol
Pertods
[ Eeview of M1 Models | Basic SeripE-FY THON-Model Zoo fi
2 Web Application Converting the ML into a2 Web App using Flask 6
3 Containerization Docker and Docker swarm 6
4 | Scaling & Docker and Travis CI, AWS, and Google B
Orchestration Kubemetes
Total: 26 Periods
Kev Texh
sandeep Giri, MLOps - Complete Hands-On Guide with Case Study, Article, August 23, 2021,
Retrieved July 5, 2022 from bttps:/eloudxlab.com/Blog/miops-maghine-learning-operations-a-
complete-hands-on-guide-with-case-sudy/

[MDSC-IR| - INFORMATION RETRIEVAL 4 Credits

Course Objective:
# The main ohjective of this course 5 to present the basic coneepts in information
retrieval and more sdvanced techniques of multimodal based information systems.
s Word statistics, Vector space mode! {relevance feedback, query expansion,
document normalization, document re-ranking), evaluation of retrieval, generalized
VEM, latent semantic indeximg, Web retrieval, data fusion, meta search, multimodal
retricval, applications.

Course Outeome: Student will be able o
1. Understand the underlined problems related o IR and

2, Acquired the necessary experience to design, and implement real applications using
Information Retrieval systems.

=il

Umit Title Contents M, of
N { Period |
- | = |
1 , INTRODUCTION | Boclean retrieval, The 1erm postings lists, 1]
A ram the peademic year 2022-23 gmwards 41



Dnietionaries and tolemsnt retreval

2 Indexing Index construction, Index compression 12
3 Scoring Scoring, term weighting & the vector space model, L0
Computing scores in a complete search system
4 Evaluation and Evaluation m infarmation retrieval, Belevance feedback & {1
Cluery Expansion guery expansion
5 Classification Text classification & Maive Bayes, Vector space 10

classification

Total: 51 Periods

Key Text: Manning, Raghavan and Schutze. Introduction to Information Retrieval, 2009,
Freely Downloadable hitp:!/nlp stanfond.edu/[R-book/informasion-retrieval-book liml

Chapters; 110 %, 13, 14

IMDSC-NS] - NETWORK SECURITY 4 Credits

Course Objective:

To explore the design issues and working principles of various suthentication protocols,
PRI standards and vanous secure commonication standards including Kerberos, [Psec,
and S5L/TLS and email.

®  To develop the abilily o use existing cryptographic utilities o build programs for secure
COTMUnIcation,,
Course Quieome:
1. Apply the knowledge of cryptographic checksums and evaluate the performance of
differént message digest algorithms for verifyving the integrity of varying message sizes.
2. Apply different digital signature algorithms o achieve authentication and design secure
applications
3. Understand network security basics, analyze different anacks on networks and evaluate
the pertormance of firewalls and security protocols like 5L, 1PSec. and PGP,
4. Analvre and apply svstem security concepls to recognize malicious code,
Uni | Unit Title . Unit Contents M,
i of
Mo Perio
de
I Introduetion Computer  Security  Concepts, The OS] Security | 4
Architecture, Security Attacks, Security Services,
Security Mechanisms, A Model for BNetwork Security
2 Symmetric Encryption Symmetric Encryption Principles, Symmetric Block | 10
Encryption Algorithms, Random and Pseudorandom
Numbers, Stream Ciphers and RC4, Cipher Block
I Muodes of Operation T'lm!":-..
bbe from the ncademic year 2022-23 anwarids 42
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3 Message Authentication and | Approaches (o Message Authentication, Secure Hash 4
Hash Functions Functions, Message Authentication Codes
4 Public Key Cryptography Public-Key  Cryptography  Principles, Public-Key | 6
Crypiography Algorithms, Digital Signatures
5 key  Distnbution and User | Kerberos, X308 Certificates, Public-Kev Infrastructure f
Authentication
fi Cloud Security Clond Security Risks and Countermeasures, Data | 4
Protection in the Cloud, Clond Security as a Service
7 Transport-Level Security Web Security Considerations, Secure Sockets Layer | 6
(5S5L), Transpon Layer Security (TLS), HTTPS, Secure
Shell (S5H)
B Electronic Mail Security Prety Good Privacy (PGP), S'MIME B
9 IP Security 1P Security Overview, [P Security Palicy, Encapsulating | 6
Security Payload, Combining Security Associations

Total: 52 Periods

Key Text: William Stallings, Cryplography and Network Security ; Principles and Practice, Fifth
Edition, Pearson Education Ine, 2018

Chapiers: 1.1-1.6, 2.1-2.5, 3.1-3.6, 5.1-5.6, 6.1-6.5, 9.1-9.4, 10.1-104, 11.1-11.6, 12.1-12.6, 13.1-13.4,
14.1-14.5, 15.1-15.3, 16.1-16.5; 18.1-183, 19.1-19.5

REFERENCE BOOKS:

26019

|, Richard R. Brooks, Introduction 1 Computer and Network Security: Navigating Shades of
Gray, 1st Edition, 2013,

2, Chariie Knufman, Radia Perlman and Mike Speciner, Network Securily! Private
Communication in & public world, Szeond Edition. Prentice Hall PTR, 2002, ISBM 0-13-

[MDSC- 10T] - Internet of Things 3 Credits

Conrse (b

Students will be :xpll:m::l to the intereonnection and integration of the physical world and cyberspace.
They are also able to desizn & develop IOT Devices,

Conrse Datcome: Sludents will be able in
1. Understand the application areas of 10T

2. Realize the revolution of Tntermet in Mobile Devices, Cloud & Sensor Networks
3. Understand building blocks of Internet of Things and characteristics.

Unit | Unit Title

Unit Contents No. of
Na. Period
| &
1| Introduction What is the Internet of Things? : History of [oT, About 4
10T, Overview and Mn‘rruaunns Examples of
Applications, Inte Len e B Definitions and
ol \ Fl'ﬂ.lnl:“'m'l.j et T ﬁnhltﬁlum, General
fram the apademis year J022-23 onwaids 43




Cbservations, ITU -T Views, Working Definition, loT
Frameworks, Basic Nodal Capabilities
2 FUMDAMEMNTAL IoT | [dentification of loT Dbjects and Services, Structural 4
MECHAMNIEMS AND | Aspecis of the ToT, Environment Characteristics, Traffic
KEY Characteristics, Scalahility, Interoperability, Security and
TECHMOLOGIES Privacy, Upen Architecture, key ol
Technologies, Device Intelligence, Communecation
Capabilities, Mobility Support, Device Power, Sensor
Technology, RFID Technology, Satellite Technology.
3 RADIO FREQUENCY | RFID: Intraduction, Principle of RFID, Components of an 6
[DEMTIFICATION RFID systen, [ssues EPCGlobal Architeciure
TECHNOLOGY Framework: EPCIS & ONS. Design fssves, Technological
challenges, Security challenges, [P for o, Web of
Things. Wireless Sensor Networks:
History and confext, WEMN Architecture, the node,
Connecting nodes, Metworking Nodes, Securing
Communication W5N specific loT applications.
challenges: Security, (s, Configuration, Variows
integration approaches, Data link laver protocols, routing
profocols and infrastructure establishment.
4 RESOURCE Clustering, Software Agents, Clustering Principles in an Fi]
MANAGEMENT IN [ngernet of Things Architecture, Degign
THE INTERNET OF Guidelines, and Software Agents for Object
THIMNGS Representation, Dats Synchronization.
[dentity poriraval, ldentity management. vanous dentity
management models: Local, Network,
Federated and global web identity, user -centric idemtity
managemenl, device centric identity management aid
hybrid -identity management. Identity and trust,
5 INTERNET OF Vulnerabilities of ToT. Security requirements, Threat fi
THINGS PRIVACY, analvsis, Use cases and misnse cases, loT security
SECUERITY AMD tomography und lavered attacker model, [dentity
GOVERMAMCE establishment, Access control, Message integrity, Man-
repudiation and availability, Security model for [oT,
B BUSINESS MODELS | Business Models and Business Model Tnnowvation, 9
FOR THE INTERNET | Value Creation in the Internet of Things , Business
OF THINGS Model Scenarios for the Internet of Things.
Internet of Things Application : Smart Metering
Advanced Metering Infrastructure, ¢-Health Body Aren
Metworks, City Automation, Automotive Applications,
Home Automation, Smar Cards,
Tutaul: 39 Perimds
Key Text
1. Daniel Minoli, Building the Internet of Things with IPvé and MIPvG: The Evolving World of
M2M Communications, First Edition, Willy Publications, 20 3,
2. Deter Uckelmann, Mark Harrison and Florian Michahelles, Architecting the Internet of Things,

[

Springer-Yerlag Berlin Heidelberg 2011

E=copy available: Arg

.
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| 3. Parikshit. Ahalle and Poonem N. Raifkar, “Identity Management for Internet of Things™, River
Publishers, 2013
i Reference Books
i l. Hakima Chaouchi, The Internet of Things Connecting Objects o the Web, Willy Publications,
2010
2. Oilivier Hersent, David Boswarthick, Cwmar Flloumi, The Internet of Things: Key Applications
and Protocols, Second Edition, WilbvPublications, 20135
| 3. Daniel Kellmereit. Damiel Obodovski, The Silent Intelligence: The Intemet of Things, Lighining
Suree lnc; First Edition, 2014
l 4. Fang Zhaho, Leonidas Guibas, Wireless Sensor Network: An information processing approach,
' Elsevier, 2005
[MDSC- IOT(P)] - Internet of Things 1 Credit
Course (hjective: Studenis will be explored 1o the mierconnection and integration of the
physical world and eyherspace, They are also able to design & develop 10T Devices,
Course Outeome: Students will be able 1o implement the concepts learned
Limit Umit Title Unit Contents MNo. af
No. l Period
s
| [mternet of things Owverview, technology of the internet of things, enchanted 13
ohjects, Design principles for connected devices, Privacy,
Weh thinking for connected devices;
Writing Code: building a program and deploying 1o a
device, writing to Actuators, Blinking Led, Reading from
Sensors, Light Bwitch, Voltage Beader, Device as HTTP
Client, HTTP, PushVersusPull; Fachube, Netduino,
Sending HTTF Requests—the Simple Way, Sending
HTTP, Requests—ihe Efficient Way
% | HTTP Device as HTTP Server, Relaying Messages to and from 13
the Netduino, Request Handlers, WebHtml,
HandlingSensorRequests, Handbmg Actuator Requests;
Going Parallel: Multithreading, Perallel Blinker,
prototvping anline components, using an APL, from
prototypes o reality, business models. ethics, privacy,
disrupting control, crowdsourcing
Total: 26 Perlods
Key Text:

L.

Datiiel Minoli, Building the Internet of Things with 1Pv6 and MIPvG: The Evolving World of

M2M Communications, First Edition, Willy Publications, 2013..
e e
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2. Diefer Uckelnann, Mark Horrizon and Floran Michahelles, Architecting the Intecnet of
Things. Springer-Verlag Berlin Heidetherg 2011
E-copy evailable: Arclutecting the Internet of Things (archive.org)

Reference Books

20n06h

b

. Hakima Chavoehl, The Tteynet of Thigs Conmeoting Oljoots w e Web, Willy Tublbations,

Olivier Hersenl. David Boswarthick, Omar Elloumi, The Internet of Things: Kev Applications
and Protocols, Second Edition, WillyPulslications, 2015

IMDSC-ATS]- Applied Time Series Analysis 4 Credits

Course Objective: To leam. understand patterns and apply statistical methods for the analysis
of data that have been observied over time.

Course Outeome : Develop skill set to
1. understand how Time Series data difters from other data types and what components are
likely in a given set of Time Series data.

2. communicate effectively on the results of Time Series models and forecasts in a coneise

MANALT.

3. make informed decisions on future prospects using Time Series models and forecasts,

Unin Topic

Details

MNo. of
Perimds

Introduction @ lime
Beries Diata

Charactenstics of fime seres data: The nature of Time
Series Data Time Series Statistical Models, Measure of
dependence: Autocorrelation and Cross-Correlation,
stationary Time Series. Estimation of Correlation,
Vector-valued and Multidimensional Senes Dala;
Classical Regression, Explomatory Data Analysis. and
Smoothing in the context of Time series Data

il

=l

Seasonal Models

Autoregressive Moving Average Models, Difference
Equations, Autocorrelation and Partial Autocorrelation,
Forecasting, Estimation, Integrated Moxdels for
Monstationary Data, Buoilding ARIMA Models, and
Multiplicative Seasonal ARIMA Models

3 Spectral Analysis

Cyelical Behavior and Periodicity, The Spectral Density,
Periodogram and Discrete Fourier Transform,
Nonparametric Spectral Estimation, Parametne Spectral
Estimation, Multiple Series and Cross-Spectra, Lincar
Filters, Dynamic Fourier Analysis and Wavelets, Lagged
Rr:.;g]'ﬁﬁinn Moadels, "'hgh.n! Extraction amd {th:imum
Filtering. Spectral Analysis of Multidimensional Series

14

1 Advanced Topics

41

Long Memory AEMA. Fractional Differencing, Unit
Root Testing, GARCH Models, Threshold Models.
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Fegression with Autocorrelated Errors, Transfer
Function Modeling, and Multivariate ARMAX Models

Toful: 52 periods

Key lextis):
|. Robert I1. Shumway, David 5. Stoffer, Time Series and I's Applications. With R
Cxamples, Third Edition, Springer, 2011

Chapters; 1-3

Relerences:

1. lonathan I).Cryer, Kung-Sik Chan, Time Series Analysis: With Applications in B,
Second Edition, Springer Texis in Statistics, Springer, 2008

2. Peter J. Brockwell, Richard A, Davis, Introduction to Time Series and Forecasting, Third
Edition, Springer Texts in Statistics, Springer, 2016

[MDSC - TDA] = Topological Data Analysis 4 Credits

Course Objective: To understand complex datasets, where complexity arises from not only the
massiveness of the data, but also from the richness of the features. The objective of this subject
15 to enable the students to become familiar with the new methods in Topological Data Analysis
(TDA), from theory, algoarithm and application perspectives.

Course Outcome: Student will be able to
1. infer high dimensional structure from low dimensional representations and convert data
sets into topological objects.
2. pursue new research directions in the ficld of TDA and integrate advanced TDA
techniques with other areas of data science such as data mining, machine learning,
computer graphics, and data visualization,

Linit Title Contents No,
of

Peri

ods
1 Introduction Graphs. connecied components, topological space, 12

manifold, point clouds.

2 Homology Simplicial Complexes, Convex Set Systems, Delaunay 12
Complexes and Alpha Complexes, [lomology Groups,
Relative Homology
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3 Persistent Persistent Homology, Efficient Implementations, 12
homology Extended Persistence.
4 Persistence Barcodes, Example of Natural smage, Persistence 14
topology of Landecapes: Morms, Convergence,  Confidence
data Intervals, and Seability of Persistence Landscapes,
Statistical Inference using Landscapes
Total: 52 Periods

Key Text{s):
i

Edelsbrunner, Herbert, Computationat topology : An Intreduction. AMS, 2010,
Chapters: I 1L IV, VIL

2. Robert Ghrist, Barcodes: The persistent topology of data. Bulletin of the American
Mathematical Society (AMS), 45(1); 61-735, 2008,

3. Peter Bubenik, Statistical Topological Data Analysis using Pergistence Landscapes.
J, of Machine Learning Research 16 {2015), 77-102

Referenced(s):

|. Frédénc Chazal and Bertrand Michel, An imtroduction to Topological Data Analysis:

fundamental and practical aspects for data scientists, 201 7.
2. G. Carlsson, Topology and Data, Bulletin of the American Mathematical Society

Volume 46(2), 2009,

IMDSC- LSP] — Linux System Programming 4 Credits

Course Objective:

# To lcarn the different set of system calls for the Linux Operating System
e  To understand how the Linux OF manages files, processes and memory
s To implement inter-process communcation using different mechanisms

Course Outcome: Student will be able w0
1. Assimilate the internal abstractions of any Operating System

2. LHilize the insights gained from how these abgtractions were implemented and apply them

in other areas of work

Unit. Title Topics No. 1
Peri
1 Imtroduction System Calls. Library Functions, Standard C Library, 8
Error handling
2 File Management | Overview, File Operations {open, read, write, Iseck, 8
/;I close), Atomicity, File Rggpiors - relation to open files
)

bile Trom the ncadlemsc year 22213 pnwirds
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and duplication, File 'O variations {pread, pwrite, readv.
writev), File truncation

3 Process Process concept, Process Memory Layout, Virual | 12
Management Memory Management, Stack Frames, Command line
arpuments; Environment Vanables, Process - Creation,
Tenuination, Execulion and Monilorig

4 Memory Heap and Stack Memory allocation, Memory Mapping - 12
Munagemenl Creation, Unmapping, File mapping, Synchronization,
Anonymous Mapping

) Inter-Frocess Signals. Pipes, FIFO, POSIX Semaphores - Named 12
Communication | Semaphore and Semaphore Operations, POSLX Shared
Memory - Creation. Usage & Removal
Total: 52 Periods
Key Text:

Michaal Kerrisk, The Linux Programming Interface, First Edition, No Starch Press, 2010

Chapters: 3 (3.1 - 3.4), 4 (4.1 -4.7), 5 (5.1 - 5.8), 6 (6.1 - 6.7), 7, 20, 24, 25,26, 27, 44 (44.1 - 44,4,
44.6 - 44.8), 49 (49.1 - 49.5,49.7), 53 (53.1 - 53.3), 54 (54.1 - 54.4)

Reference Texis:

Robert Love, Linux Syvstem Programming, Second Edition, O'Reilly, 2014

[MDSC-DS] - Distributed Systems 4 Credits

Course Objectives:
# To provide students with contemporary knowledge in parallel and distributed systems
= To equip students with skills to analyze and design parallel and distributed applications
# To provide master skills 1o measure the performance of parallel and distributed
algorithms

Course Outcomes: Students will be able to
1. Apply the principles and concepts in analyzing and designing the parailal and
distributed system
2 Reason about ways to parallel problems
,{’1. (ain an appreciation on the challenges and o
|

ities faced by parallel and
\ \Ejs’cr‘.butc-d systems

!
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4, Understand the middleware technologies that support distributed applications such as

o

RPC, EMI and object based middieware
Improve the performance and reliability of distributed and parallel programs

Unit

Description

Mo. of
Periods

Characterization Of Distributed Systems: [ntroduchion, Examples of
Distributed Systems, Trends In Distributed Syskems, Focus On Resource
Sharing, Challenges, Case Study: The World Wide Web. System Models:
Physical Models, Architectural Models, Fundamental Models

10

a3

Networking And Internetworking: Types OF Network, Network Principles,
Internet Protocols, Case Studies: Ethernet, Wili And Bluetooth. Interprocess
Communication: The APl For The Internet Protecols, External Data
Representation And Marshaling, Mulbicast Communication, Netwaork
Virtualization: Overlay Networks, Case Study: MFPI

10

Hemote Invocation: Request-Reply Protocels, Remote Procedure Call, Remote
Method Invocation, Case Study: Java BRMI Indirect Communication: Group
commumication, Publish-subscribe systems, Message queuwes, Shared memory
approaches Web Services: Web services, Service descriptions and [DL for web
services, A directory service for use with web services, XML security,
Coordination of web services, applications of web services.

1

Coordination And Agreement Distributed mutual exclusion, Elections
Coordination and agreement in group communication, Consensus and related
problems MName Services: Name services and the Domam Name System,
Drirectory services, Case study: The Global Name Service, Case study: The
X500 Directory Service. Time And Global States: Clocks, events and process
states , Synchronizing physical clocks |, Logieal fime and logical clocks, Global
states, Distributed debugging

1

Distributed Transachions: Flat and nested distributed transactions, Atomic
commit protocals, Concurrency control in distributed transachions,
Distributed deadlocks. Replication: System model and the role of group
communication, Fault-tolerant services, Case studies of highly available
services: The gossip architecture, Bayou and Coda, Transactions with
replicated data Mobile And Ubiquitous Computing: Association,
Interoperation, Sensing and context awareness, Security and privacy,
Adaptation, Case study: Cooltown

11

Tatal: 52 Perdods
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KE].r Text{s):
George Coulouris, Jean Dallimere, Tim Kindberg, Gorden Blair, Distributed Systems-

Concepts and Design, Addison Wesley, 2012
Chapters: [- V1

References:
L. A, Taunenbaum, Distributed Systems: Principles and Paradigms, Pearson, 2006

2. G. Coulouris, | Dollimore, and T Kindberg, Distributed Systems: Concepts and
Dwesign, 5th Edition, Pearson Education, 2012
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APPENDIX
5.N Paper Title Employa | Entreprencurial and Retevance of the
ik, bility piher skills imparted course o local,
Paper ReCinr by the course national, regional
Code and global
developmenial
needs
MDSC- | Applied Linear Academin | Problem solving. ceitical | MNational programme
101 Algebra; o ndustry | thinking on Al Global Al
] MDSC- Practicels: Advance needs etc. {scientists,
101(P} Linear Algebra software developers)
MDOSC- Inferential Academia | Problem solving, eritical | MNational programime
= 12 Statistics: . Industry | thinking on Al Global Al
- MDSC- | Practicals: needs ete, (scientists,
|0zipy | Inferential Statistics software developers)
MDSC- Oiplimization Academia | Problem solving, critical | National programme
103: i Technigiees; . Industry | thinking on Al ﬁlul:nail M_
3 | Practicals: needs et (scientists,
IL1I-D1]3S.[ PE] Optimization software developers)
Techuigques
Computer Industry | Analysis At all levels
4 | MDSC-104 | Organization
and Architeciure
Design and Academia | analysis, design, Maticnal |/
Analvsiz of ,Andostry | cognition internagonal (must
3 | MDSC-103 | Algorithms need capability for
compuler scientises,
software enginesrs)
Software Lab for Industry | Problem solving, Dats | National programme
[2ata ¥isuahzation Interpretation Skills on Ad, Global Al
6 | MDSC-106 - needs ele, (scientists,
software developers)
MDSC- Regression Academia | Analbysis, Problem Mational programme
'.II]['. Methods; sAndosty | Salving o Ad, Glnhﬂ|_ .-"n.ll
£ MDS:;'_'- Practicals: needs ete. (scientists,
201(P) Regression software developers)
Methods
Mose. | Multivariate Academia | Analvsiz, Problem National programme
202 Statistical Analysis: | | Industry | Solving on Al Global Al
B s Practicals: needs efn. (scientists,
?E;; Mubtivariate software developers)

Stafisticel Analysis
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MDSC- Machine Leaming: | Industry Muodeling, Problem Mational programme
" 203 Practicals: Machine solving. Analvsis on Al Glabal Al
MDSC- ]__H“;'mg needs ete, (scientists,
203(P) software dovelopers)
Dig Data Analvtics | Industry Analysis Maticenal /
10| MDSEC-204 intermational
(schentists)
Software Lab in Industry | Problem Solving, National programame
; Diaia Annbvsis on Al Global Al
11 -2 , x
ol Enginesring meeds ele. (scientists,
software developera)
MDSC. | Stochastic Academia | Analysis, Problem Mational/[nternationa
2 301: Processes; Andustry | Solving | {soientists)
- MDSC. | Practicals:Stochasti
NP ¢ Processes
DS Dreep Learning; Inchisiry Maodeling. Problem Mational progcmme
. 02 Practicals: Deep Solving on Al, Global Al
& MDSC. | Leaming needs ete. (scientists,
302(P) software develapers)
Matural Language | Industry | Modeling. Problem Mational programme
Processing: Solving on Al, Global Al
MDSC- c e
j03; | Precticals: Natural heads etd. [scicaties,
14 MBE Language software developers)
303(P) Processing
MDSC- Cloud Computing; | Industry Anabysis Mational programme
s 304: Practicals: Cloud on Al Global Al
MOSC. | Computing needs ete, (scientists,
EL TR software developers)
MDSC- | Project/Dissertation | Academia | Modeling/design, Atall levels
403, Mini-Propect Industey | problem solving,
6 | MDSC-206 communication, critical
M thinking, analytical
mi Project reasoning
Artificial Industry Problem Solving, Mational programme
: Intelligence Analysis on Al Gilobal Al
17 } .
MEEC-Al needs ele, (scientists,
software developers)
MESC- Combinatorics and | Academia | Analyvsis, Problem Mational/Intemationa
1 CGT Ciraph Theory o Indusiry | Solving P, s ientisis)
J 1!*_.




MDSC-RL: Industry Modeling, Problem Mational programme
DSC-RL: Reinforcement Solving, Analysis on Al, Global Al
19 MMD‘E;:E"LLI Learning; needs ete, (sciontists,
RL;{P_‘; Practicats: software developers)
Reinforcement
Loarning
MDSC-MLO: Industry | Problem Solving, Mational programme
DS Machine Learming Amalysis, Deploving on Al Global Al
0 MILCD; Operations:; models needs eic. {scentists,
“ MIDEC- Pragticals; Machine software developers)
MLIOMPY | Learning
Crperations
Applied Time Academia | Madehing, Problem Mational programme
7 MDEC- Serigs Analysiy o Indusiry | Solving, Fonecasting on Al Global Al
ATS needs ete. (scientists,
software developers)
Information Academia | Analvsis Mational programme
- Retrieval + Industry on Al, Global Al
2 | MDSC-IR needs @1, (scientists,
software developers)
Metwark Security Academia | Analysis Maticnal!
23 | MDBC-NS . Industry [nternational
{scientisis)
+ g | Intemet of Things: | Industry | Problem Solving, Nationzl programme
M DSC-ToT, ; 1
24 | MDSC1aT Practicals: Internet Analvsis on Al Global Al
i P. of Things Lab needs ete, {scientists,
(F) software developers)
MOSE- Topological Data Industry Problem solving, Mational!
25 TEEP 7 Analvsis Analysis Internaticnal
(scientists)
Linux Svatem Indusiry | Analysis Mational!
26 | MDSC-LSP | Propramming International
[scientists)
Distributed Systems | Academia | Analysis Mational!
27 | MDSC-DS . Industry International
(scientists)
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