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SRI SATHYA SAI INSTITUTE OF HIGHER LEARNING
(Deemed to be University)

DEPARTMENT OF MATHEMATICS AND COMPUTER SCIENCE

Syllabus for Two Year M.Sc. in Mathematics
(Effective from the batch 2022-2023 onwards)

M.Sc. (Mathematics)

with specialization in (a) Actuarial Science / (b)Computer Science
INTRODUCTION

M Sc. Mathematics is a four semester programme. The students with
B.Sc.(Honours) degree in Mathematics are admitted to this programme. The students after
completing the programme either join research work or some professicnal programmes
like M.Tech, in Computer Science or take up jobs in various fields including software
development.  The syllabus of M_Sc.(Mathemabics) has been prepared afier taking into
consideration the GATE and CSIR-UGC syllabi of mathematics.

Programme Specific Objectives

The proposed syllabus aims to achieve the following objectives:

1. To provide broad based knowledge in mathematice. This iz achieved by offering the
basics of various mathematics courses, The areas covered include: Analysis,
Algebra, Geometry, Differential equations, Statistics, Operations Research.

2. Electives: To provide choice based electives, 4 elective courses are offered out of
total 18 courses, grouped under six different streams (from |-V — listed separately)
in the areas of specialization, in Mathematics, Actuarial Science and Computer
Science. Students can exercise their choice, depending on their interest, inclination
and as guided and counseled by the faculty members.

3. Specialization: In addition to the above, keeping in view of the trend in the academic
and industrial scenarios, students may opt for specialization in Computer Science or
Actuarial Science, by choosing Stream-Core papers in either of the specialization as
per the table given hereunder:
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Stream Core | Specialization in Specialization in | Alternative
Computer Science Actuarial Science | Mathematics
(CS) (AS) Subject for Stream
 Core
Stream Core- | Computer Organization | Actuarial MNumber Theory
| and Design Mathematics

Stream Core- | Computer Networks Apphed Stabstical Measure | heory
Il Methods

Applicalde Trom e seodemic vesr 282325 awwarly

Stream Care- | Design of Algorithms Actuarial Models Theory of Ordinary
! | Differential Equations

" Stream Core- | Database Systems Financial Theory of Partial

W Economics Differential Equations

Term paper. Students are expected fo choose a topic of their interest and take up
an expository and comprehensive study based on research and analytical work
done under the guidance of a faculty member. The topic should be related to the
courses that they have already completed. This is included in the third semester of
the programme. At the end of the samester the student will submit a written report
and make a seminar presentation.

In order to facilitate development of skill in problem-solving and to provide exposure
to applications of the concepts learmt in a given Theory subject, a facility for
Practical is also provided within the curriculum. One or two periods per week is
provided for Practical for every subject based on the requirement.

To enable training in use of Software packages and in Computer Programming the
syllabus provides scope for one Software laboratory course in the first two
semesters for 4 credits each. In these courses, the siudents learn software
packages and programming languages by working on different platforms,

Courses such as PAWR 100 — 400 help students imbibe the practical aspects of
Bhagawan Sri Sathya Sal Baba's massage and teachings, in the context of the
contemporary global issues and chalienges, and help them appreciate the role
Bhagawan Sri Sathya Sai Baba expects them io play.

Programme Specific Outcomes

Upon the completion of the programme, students will have enough theoretical and
preblem solving knowledge in the area of their specialization. A student will be able
1o

® Solve problems inthe areas of Analysis, Algebra, Geometry, Differential
equations, Statistics.

® Read, analyze, and write logical arguments to prove mathematical
concepis,
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Communicate mathematical ideas with clarity and coherence, both written
and verbally,

® oin for Research or M.Tech course depending on his specialization by
clearing appropriate national level tests such as GATE/NET etc.

® Join IT or Actuarial industry  or related sector in Governance

® Appreciate the core values and philosophy of Sri Sathya Sai Institute of
Higher Learning.

s Able to imbibe Core values in life and lead the life as propounded by

L founder chancellor Bhagawan Sri Sathya Sai Baba.

In order to add value to the specialization chosen by the student, he/she is permitted
( to choose one of the lab-courses of his‘her interest. Depending upon the availability
of facility and the faculty to run the lab would finally ascertain the approval of the
cheice. List of lab courses are given below.

(i) C++ Programming
I (if] Advanced C++ Programming
(iii} Programming in Python
{iv) Numerical Methods and Simulation Lab
{v) Introduction to SageMath Programming
{vi) Symbolic Computing in SagaMath
i (vii} Introduction to MATLAB Programming
(viil) Advanced MATLAB Programming
I {(ix} Introduction ta OCTAVE Programming
(x) Advanced OCTAVE Programming
{ {xi) Data Analysis and Visualization using Python
(xii) Mathematical Methods in Data Mining using Python
(xiii) SQL Programming
. (xiv) Core Java Programming
(xv) Operating Systems Lab

OUrses aini il Scisnce

{xvi) Actuarial Mathematics using R
(xvil) Actuanal Mathematics uging SAS
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DEPARTMENT OF MATHEMATICS & COMPUTER SCIENCE
SCHEME OF INSTRUCTION AND EVALUATION

M.Sc. (Mathematics)
with specialization in {(a) Actuarial Science /(b) Computer Science

{Effective 2022-2023 batch onwards)

| MT-M Advanced Real 4 4 1Ez T 100
f Analyyis
| PMAT-102 Advaneed Linear 4 4 TEz T 100
. Algebra .
| PMAT-104 Commutative Algelra 4 4 1Ez T 100 |
PMAT-204(NT)/  Number Theory/ 4 4 IE2 T 10
| = (CS-CODY/ Stream Core-T
*T [AB-AM)
FMAT-105 Software Lab [ #= 3 8 I F B0
PAWR-100 Awarengss Course — 1 2 I T 50
I Education for Life
21 ah A50
credits Hours Murks
Iﬂtmestﬁ'ﬂ e — e o —--
. | PMAT-201 Functional Analysis 4 § IE= T 100
PMAT-202 Probability and 4 4 1Bz T fTe)
Statistics
PMAT-203(MT)/ Measure Theory,/ 4 4 lE= T 100
" Es-CHY/ Stream Core-T1
" [AS-ASM)
FMAT-204{TODE)/  Theory of Ordinary 4 4 IEa T 100
" (CS-Da)/ Differential
= (AS-AMOD) Eguations / Stream
_ Core-111
| FMAT-205 Software Lab [1 ## 4 8 I P 1630
FMAT-206 Mini Project - 4 1 MF 50°
PAWR-200 Awareness Course — 1 2 I 1 50

PMAT-go1 Differential 4 3 I T 0o
Geometry
PMAT-302 Optimization 4 Bz T 100
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| PMAT- Theory of Partial 4 4 1IEz T 100
C 303(TPDE)/ Differential
CS-DsYS Equatinns, Stream
C “ [AS FE) Core-TV
PMAT-204 Elective -1 3 4 IE=z 1040 |
PMAT-305/ Term Paper [ a/- & [ - =20 |
: PMAT-q05 Dissertation Interim
€ Review™*
- PAWER-200 Awarveness Course — i g L T 50
\ TIT; Guidelines for
) Morality
' 19/17 24 500
il Hours minrks
( credits et
¢ | BemesterTV. |
r PMAT-401 Mathemeatical Modelling 4 4 I F 1O |
PMAT-402 Elective = II 4 4 IEz T 100
{ | PMAT-403 Elective - ITI 4 4 k= T 100
PMAT-404 Elective - IV 4 4 IE= T 100
p | PMAT-405 Dissertation*** 6 6 a2 D 150
: PAWR-300 Awareness Course —IV: i 2 I T L)
{ Wisdom for Life
17/19%* 450/
P crediis (E TR SO0"*
: — — haours marks
[ GRAND TOTAL 80 98100 2100 |
: credits Twurs / 2150%"*
LI Ill 1
' Specialization: The Department offers specialization in Computer Science or Actuartal Science, For
doing so the student is required to take the four subjects listed as STREAM CORE for a given
. specialization.
Stream Specialization in Specialization in Alternative
, Core Computer Seience (CS) | Actoarial Scienee Mathematles Subject
; (AS) for Stream Core
|
' Stream Core-1 | Computer Organization Actnarial Mathematics | Number Theory
i and Design
Stream Core- | Computer Networks Applisd Statistical Measiire Theory
i i Mothods
{ Stream Core- | Desipn of Algorithms Actoarial Modeis Thesry of Ordinary
m Differentinl Equations
Stream Core- | Database Systems “Financial Economics | Theory of Partial
v Differential Equations
i
e
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MNotes:

#4

{*) Mini-project PMAT 206 will be undertaken during the second semester by the
candidate. This could be based on an internship {taken online/on-campus) with an industry
or a field work ete., with a mentoring faculty from the department. Students will be asked to
make a presentation along with a submission of the report of the work done towarnds the end
of the second semester i:e within one week bafore the last working day of the semester, This
will be evaluated intermally by a panel of minimum two faculty of the department constituted
by HoDf Associate HoD. Total marks for the mini-project would be for 5o marks which will be
equally distributed between the presentation and the report submitted.

(*¥) Term paper PMAT-305: Students are expected (o choose a topic of their interest for a
2 gredit Term paper and take up an éxpository and comprehensive study based on research
and analytical work done under the guidance of & faculty member. The topic should be related
1o the courses that they have already completed. This is incloded in the third semester of the
programme. At the end of the semester the student will submit a written report and make a
seminar presentation. This will be evaluated for 50 marks only.

{**} Dissertation PMAT-405 will commence in 37 semester and continue to 4™ semester
with the allocation of 6 credits in the fourth semester towards the dissertation work
Dissertation is optional and the students wheo are desirous of taking dissertation are permitted
to commence the work in the third semester in lien of PMAT-305. Similarly, in the fourth

semester a student will continue with the dissertation in lieu of any one course specified under

PMAT-g02, PMAT-403, and PMAT-404.

(***) For students undertaking dissertation (PMAT-405), the evaluation will be based on three
eompotents, viz,

a. A preliminary review of an interim report in respect of the dissertation work
(PMAT-g405) at the end of 3™ semester will be conducted for 50 marks and the
marks allocated will be carried forward to 4% semester PMAT-405 for overall
grading. The interim review committee will be constitated by the Head of the
Department.

b. A dissertation Viva voce by 4 committes constituted by the Head of the Department
as per regulations will be conducted for 50 marks in the 4™ semester.

¢ An internal and external double evaloation of the Dissertation (written report) at
the end of 41" semester will be for 100 marks.

Total marks for dissertation will be 200 marks against a total credit of & accounted in 4™
semester,

M.Sc, (Mathematics) programme is offered with specialization in Actuarial Scdence and
Computer Science, For deing w0 the student is reguired to do the four Courses defined as the
STREAM CORE for the particular stream. Such students are also advised to do at least 2
electives from the designated stream, such as Stream V: Computer Science or Stream VI
Actunrial Science. Otherwise, Candidates will be given a general degree M.S¢. in Mathematics
without any specialization.

A number of electives have been identified as suitable for consideration in specialization
streams. These courses are identified with a special code.

The choiee of electives being offered in each semester is at the discration of the Head of the
Department.

To provide training in use of Sofbware packages and Computer Programming the syllabus
provides scope for one Software laboratory course in the first two semesters for 4 credits,

In these courses the students lefirn sni‘twnm sekiRE e for pmgrammmg languages by
working in different |:-]:1|:E‘nrmﬁ. i : :

— &
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In order to add value to the specialization chogen by the student, he is permitted to choose
one of the labs of his interest. List of labs are given below. The availability of facility and
taculty to run the lab would finally ascertain the approval of the chaoice.

10
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(xii)

C++ Programming

Advanced C++ Programiming

Programming in Python

Numerieal Methods and Simulation Lab
Introduction to SageMath Programming
Symbalic Computing in SageMath
Introduction to MATLAB Programming
Advanced MATLAR Programming
Introduction to OCTAVE Programming
Advanced OCTAVE Programming

Data Analysis and Visualization using Python
Mathematical Methods in Data Mining using Python

(xiii) SOQL Programming

(xiv)
(xv)

Core Java Programming
Orperating Systems Lab

(xvi) Actoarial Mathematics using R
{xvii) Actuarial Mathematics using SAS

I 1 1 :
dicatee | 1 nd Indicator | Eegend
—— T Theary
IE1 CIE and ESE ; ESE single evaluation P | Prmctical
TE2 CIE and FSE ; ESE double evaluation v TR To0e
: Centimuous Internal Evaluation (CIE) only W | Projoct Work
Mote: ‘T does not connote Internal Exasnines’ D | Dissriation
E End Semester Examination (ESE) enly MP | Mini-Project
MNote: 'E' doss not connote ' External Examiner’
El ESE stihgle evaluntion
Bz ESE double evaluation

Continuous Internal Evaluation {CIE) & End Semester Examination (ESE)|

Fs: Pleass refer io guidelines for ‘Modes of Evaluation for various types of papers’, and 'Viva vooe nomenciature
& soope and conetitution of the Viva vooe Boardg'
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M.Sc. MATHEMATICS

LIST OF CORE SUBJECTS

PMAT-wn | Advanced Kozl Anslvss

PMAT-102 | Advanced Linear Algelira

PMAT-103 | Commutative Algpebra

PMAT-201 | Functional Analysis

PMAT-202 | Probahility and Stabistics

PMAT-301 | Differential Geometry

PMAT-302 | Oplimization Technigues

PMAT-401 | Mathematical Modeling

LIST OF ELECTIVE COURSES STREAMWISE

STREAM-: Algebra, Geometry & Number Theory (AGN

AGN-AT
AGN-AG
AGN-EG
AGN-FANT
AGN-ANT
AGN-EM
AGN-DM
AGN-CRYFTO

STREAM-I:

AA-SESF
AA-DT
Al-ACH
AA-FAMPDE
AA-STLO

T i e i ewlpinke wemr AITI0 aiiiwrls

Algebraic Topology

Algebraic Geomatry

symplectic Geometry

Foundations on Algebraic Number Theory
Analytic Number Theory

Rigmannian Manifolds

Differentiable Manifolds

Mathematical Crypiography

Applications (AA

Sobolev Spaces and Sabolev Functions

Distribution Theoryr= "

Advanced Complex Analysis

Functional Analytic Methods for Partial Differential Equations
Spectral Theory of Lingar Operators
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Ab-HA
AA-CA
AA-TOP

STREAM-III:

DEDS-DS
PEDS-ANLDS
DEDS-TS
LEDS-IE
DEDS-CT
DEDS-NSPDE
DEDS-DS5

Harmonic Analysis

Complax Analysis

Topology

i tial Equations and Dynamical S ms (DEDS

Dynamical Systems

Advanced Non-Linear Dynamical Systems

Time scale

Integral Equations

Control Thaaory

Mumerical Solutions of Partial Differential Equations
Dynamical Systems

STREAM-IV: Applied Mathematics [AM)

AM-CV Caleulus of Variations

AM-FEM Finite Element Methods

ARN-WA, Wavelst Analysis

AM-ME Mathematical Ecology

AM-MMIP Mathematical Methods in Image Processing
AM-NMIP MNumerical Methods in Image Processing
AM-IT Integral Transforms

AM-TAM Technigues in Applied Mathamatics
AM-CS Computational Statistics

AM-CO Convex Optimization

AM-GT Game Theary

STREAM-V : Computer Science {CS)

C3-Al Artificial Inteligence

CE-CG Computer Graphics

CS-FLA Formal Languages and Autormata
C&-FR Pattern Recognition

C5-C Cryptography

CS-NN MNeural Metworks

CS-MMDM Mathematical Mathads for Data Mining
CS-5P Syslems Programming

C5-COMP Design of Compilers

C3-08 Operating Systems

CS-QA Quantum Algarithms

Cs-WP Web Programming

STREAM-VI: Actuarial Science (AS)

AS-GILH

AS-ARMF

AS-ARMA,
5-ERM

rakde frem the acasemic pimr 2EZ1-15 onmirds

General Insurance, Life and Health Contingsncies
Agtuarial Risk Managemant 1 — Foundation
Actuarnal Risk Management 2 — Advanced
Enterprise Risk Management
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PMAT-101 Advanced Real Analysis 4 Credits

Course Objectives: This course being an extension to the Basic Undergraduate Real
Analysis course, aims to achieve the following objectives:

= |saming in detail the concepts of pointwise and uniform convergence of
continuous functions leading to some very important approximation results.

s  Exlending the concepls of basic real analysis in B to higher dimensions on B"
and study the mapping thecrems.

e Extending the basic Riemann Integration to Riemann Stieltjes Integral and

further to Lebesgue Integral, thus getting a comprehensive idea of Integration
on R.

Course Qutcomes: Upon the completion of the course, the student should be

e Able to relate concepls of Finite dimensional vector spaces and Linear
Transformations while working with Derivative and use mapping theorems to
know the |local behaviour of functions,

e Able to approximate continuous functions according to the situation using the
concepis of convergence of functions.

s Able to apply Riemann-Stelties Integral to relevant applications

s Able to use the basics of Lebesgue Inlegration to understand the theory of
measure and probability leading to Mathematical Finance and other relevant
topics.

Course Syllabus:

Unit 1: 6 periods
Sequences of Continuous Functions-Limits of Functions

Unit 2; 12 periods
The Stone And Stone-Welerstrass, Approximation Theorem, Polynomial Approximation
Theorem, Tietze'sExtention Theorem, Arzela — Ascoli Theorem

Unit3: 3 periods
The Riemann -Stieltjes Integration — Definition, Examples, criterions, properties.

Unit4: 13 periods
Lebesgue Measure: Introduction, Outer Measure, Measurable sets, Lebesgue measure,
Measurable functions.

The Lebesgue Integral: The Lebesgue integral of a bounded function over a set of finite
measure, The integral of a nonnegative function, The general Lebesgue integral.

Units: 10 periods
Differentiation in Higher Dimensions, The Chain Rule, Mean Value Theorem
Unité: - . 8 periods
Mapping Theorems :

i
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Total 52 periods
KEY TEXT BOOKS

1.R.G.Bartle, The Elements of Real Analysis, lind edition, John Wiley 1964,
[Sections 24, 25, 26, 28.1 — 29.4, 38 To 41(lmplicit Function, Rank and
Parameterization Theorems are excluded)].

2. Royden, H. L., Real Analysis, Third Edition, {1988), Macmillen Publishing
Company. Chapters: Ch 3 (sections; 3.1, 3.2, 3.3, 3.5), 4 (sections: 4.2, 4.3, 4.4)

REFERENCES

1.W.Flemming,Functions of Several Varnables, Springer Verlag, 1977

Z.5erge Lang, Analysis, Addision - Wesley, 1875

3. . Rana, An Introduction to Measure and Integration, Volume. 45, Graduate Studies in
Mathematics, 2002,

PMAT-102 Advanced Linear Algebra 4 Cradits

Course Objectives: This is a sequel course to a couple of basic courses that students
have already completed in linear algebra. This course will meet the following objectives:

+ {ive both theoretical and practical flavour to advanced concepts in linear algebra.

e Detailed introduction to various factorization methods including QR factorization, LU
factorization, SVD decomposition, Cholesky factorization, Hessenberg reduction etc
as tools for solving system of linear equations, least squares problem and eigenvalue
problems

« Present some insights into differences in implementation of algorithms under infinite
pracision and finite precision arithmetic

s Elucidate on some theorefical development for the casze of defective matrices viz
Jordan form and functions of non-diagonalizable matrices

¢ |niroducticn to modem iterative methods like Krylov subspace methods for solving
linear algebra problems when the order of matrices Is very large.

Course Outcomes: Upon the completion of the course, the student will be

« Able to differentiate small scale and large scale linear aigebra problems.

¢ Choose appropriate tools depending on the structure of the matrix, size of the matrix
etc. to solve the given linear algebra problem.

nalyze the linear algebra algorithms for their compghéxd s of space and time.

i 1a
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# Able to appreciate the theory behind solutionsfalgorithms to linear algebra problems.

e Ready for taking up courses like Data Science and Machine Learning that h=avily
depend on linear algsebra.

Course Syllabus:

Unit 1: Vector Spaces

Spaces and Subspaces - Four Fundamental Subapaces - Linear Independence - Basis
and Dimension - Maore about Rank - Classical Least Squares — Linear Transformations -
Change of Basis and Similarity — Invariant Subspaces 12 periods

Unit 2: Norms, Inner Products, and Orthogonality

Vector Norms - Matrix Nomms — Inner-product Spaces - Orthogonal Vectors — Gram-
Scmidt Procedure — Unitary and Orthogonal Matrices — Complementary Subspaces —
Range — Null Space Decomposifion — Orthogonal Decompaosition — Singular Value
Decomposition — Orthogonal Projection = Orthogonal Reduction 20 periods

Unit 3:Eigen Values and Eigen Vectors
Elementary Properties of Eigensystems - Diagonalization by Similarity Transformations -
Functions of Diagonalizable Matrices - Normal Matrices — Positive Definite Matrices -
Milpotent Matrices and Jordan Structure - Jordan Form— Functions of non-diagonalizable
matrices - Minimal Polynomial and Krylov Subspace methods

20 periods

Total 52 periods

KEY TEXT BOOK

1. Carl D. Meyer, Matrix analysis and Applied Linear Algebra SIAM Publications, ISBN:
978-0-898714-54-8, Year 2000. Chapter 4, §(5.1-5.7, 5.8-5.13), 7 (7.1-7.3, T.5-7.9,
7.11).

REFERENCES

1. Roger A. Horn and Charles R. Johnson, Matrix Analysis, 2™ edition, ISBN: 978-
0521548236, Cambridge University Press, 2013,

2. James W, Demmael, Applied Mumerical Linear Algebra. SIAM Publications, [SBN: 978-
0-89871-388-3, 1887.

3. Lioyd Trefethen and David Bau Ill, Numerical Linear Algebra, S1AM Publications, ISBN:
878-0-898713-61-% (pbk), 1897

4, M.T. Nair and A, Singh, Linear Algebra, Springer, 2018
hitps:/Awww.springer.comigp/book/87898 11309250
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PMAT-103 Commutative Algebra 4 Credits

Course Objectives: The aim of the course is to serve as a first level foundational course
in commutative algebra. In this course, the students will be introduced to the algebra of
rings and modules. The students will also be exposed to certain modules that possess
some special properties and relationships between them.

Course Outcomes: Upon the complelion of he course, the student will be

. Able to appreciate quotienting as a tool to solve algabraic problems.

. Able to understand vector spaces algebraically as free modules and appreciate the
differences between modules defined over different rings.

. Exposed to different kinds of modules based on chain conditions.

Course Syllabus:

Unit 1: Rings, Ideals and Ring Homomorphism 17 periods
Definition of rings and subrings. units, some examples, characteristic of a ring, definition
of ideals, maximal ideals and prime ideals, generators of ideals, basic properties of
ideals, algebra of ideals, quotient rings, ideals in quotient rings, local rings, definition of
ring homomorphism and basic properties, fundamental theorems of homomaorphism,
endomorphism rings, fields of fractions. prime fields.

Unit 2: Modules 16 periods
Definition of modules, examples, direct sums, free modules, vector spaces, quotient
modules, homomorphism of modules, simple modules, modules over PlDs.

Unit 3;: Modules with Chain Conditions 19 periods
Artinian modules, Noetherian modules, modules of finite length, Artinian rings,
Noetherian rings, radicals, nil radical, Jacobson radical, radical of an Artinian ring.

Total: 52 Periods

KEY TEXT BEOOK

1. C. Musili, Rings and Modules, 2™ revised edition, Narosa Publishing House, 1984,
Chapter 1 (Sections 1.1, 1.2, 1.4, 1.7-1.10, 1.12), Chapter 2 (theorem proofs omitted),
Chapter 3 (theorem proofs omitied), Chapter 5, Chapter 8.

REFERENCES

1 M. F. Ativah and L. G. MacDonald, Introduction to Commutative Algebra, Addison-
Wesley Publishing House, 1969.
2. Pete L. Clark, Commutative Algabra, 2015.

URL: http:/fmath.uga edu/~petefinteqral20 15.pdf
3. James 5. Milne, A Primer of Commutative Algebra, 2017

URL: http./fwww imilne.ora/math/xnotes/CA pdf
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PMAT-104(NT) Number Theory 4 Credits

Course Objectives: Number theory is primarily the study of integers and their properties.

To present a rigorous development of Numbser Theory using axioms, definitions,
exainples, heoremns and Dl prools, The course plovides sludenls an opporlunily o
devalop an appreciation of pure mathematics while enpacged in the study of basic number
theoretic results. The course is also designed to provide students an opportunity to work
with conjectures, proofs, and analyzing mathematics.

Course Dutcomes: After successfully completing this course the student would be able
to:

1. Define and interpret the concapts of divisibility, congruence, greatest commaon divisar,
prime numbers and arithmetical functions.

2. Prove statements and solve problems involving divsibility, prime numbers and quadratic
residues.

3. colve vanous types of congruence problems and use theory of congruences in
applications.

4. Construct mathematical proofs of existence of primitive roots modula m.
5. Apply techniques to solve linear Diophantine equations.

B. Apply properties of multiplicative functions such as Euler's Phi function and Mobius
function.

Course Syllabus:
Unit 1: ARITHMETICAL FUNCTIONS AND DIRICHLET MULTIPLICATION:

Introduction- The Mabius function pin) — The Euler totient function ¢ (n)- A relation
connecting ¢ and p - A product formula for ¢ {n)- The Dirichlet product of arithmetical
functions- Dirichlet inverses and the Mobius inversion formula- The Mangoldt function A
(n)- multiplicative functions- multiplicative functions and Dirichlet mulbiplication- The
inversa of a completely multiplicative function-Liouville's function A {n) - The divisor
functions, Generalized convolutions. 14 periods

Unit 2: CONGRUENCES:

Definition and basic properties of congruences- Residue classes and complete residue
systems- Linear congruences- Reduced residue systems and the Euler- Fermat
theorem- Polynomial congruences modulo p. Lagrange's theorem- Applications of
Lagrange's thecrem- Simultaneous linear congruences. The Chinese remainder
thecrem- Applications of the Chinese remainder theorem- Polynomial congruences with
prime power moduli, 11 periods
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Unit3: QUADRATIC RESIDUES AND THE QUADRATIC RECIPROCITY LAW:

Quadratic residues- Legendre's symbol and its properties- Evaluation of (-1/p) and (2/p)-
Gauss Lemma-The quadratic reciprocity law-Applications of the reciprocity law- The
Jacobi symbol-Applications to Diophantine equations. 11 periods

Unitd: PRIMITIVE ROOTS:

The exponent of a number mod m. Primitive roots- Primitive roots and reduced residue
systems-The nonexistence of primitive roots mod 29

for @23 - The existence of primitive roots and p for odd primes p. Primitive roots and
quadratic residues- The existence of primitive roots mod p2- The existence of primitive
roots mod 2 p*- The nonexistence of primitive roots in the remaining cases- The number

of primitive roots mod m. 16 periods
Total 52 periods
KEY TEXT BOOK

1. Tom M. Apostol, Introduction to Analytic Number Theory, Springer
International Student Edition, 1998,

[Chapter 2:Sections 2.1 to 2.14, Chapier 5: Sections 5.1 to 5.9,

Chapter &: Sections 9.1 to 9.8 and Chapter 10 ; Sections 10.1 to 10.9]

REFERENCES

1. G H. Hardy and E.M.Wright, D.R.Heath-Brown, J.H.Silverman,"An Introduction to
ihe Theory of Numbers",Oxford University Press, seventh edition, 2008

2. lvan Niven, Herbert §. Zuckerman, Hugh L. Mentgomery,"An Intraduction to the
Theory of Numbers”, 5th edition, Wiley, 2008.
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PMAT-201 Functional Analysis 4 Credits

Course Qbjectives: Modern Analysis is built over the ideas of Functional Analysis. Many
problems of classical analysis pertaining to Real Analysis, Complex Analysis. Differential
Equations, Integration Theory, Harmonic Analysis, and Probability Theory can be
afficiently tackled with the language of Functional Analysis. The aim of the course is o
leamn basic noticns and tools of Banach and Hilbert spaces, linear operators and the four
pillars of Banach space theory namely Hahn-Banach Theorem, Uniform Bounded
Principles, Open Mapping Theorem and Closed Graph Theorem

Course Oufcomes: Upon completion of the course the students would

1. Know the basic notions of Banach space and linear operators defined on
these spaces.

2. Have a working knowledge of example sequences spaces and function spaces.
3. Know basic geometric and analytic properbes of Hilbert spaces,

4. Appreciate the role of Riesz Representation Theorem and its application to adjoint of a
bounded operator on Hilbert spaces.

5. Be able to provide Baire's category argument to Banach spaces,

8. Know the four fundamental thecrems of Functional Analysis (Hahn Banach Theorem,

Uniform-Boundedness Theorem, Open Mapping Theorem and Closad Graph Theoram)

and its application to Bounded Operators on Banach spaces and also to Classical
Analysis,

Course Syllabus:

Unit 1: Metric Spaces, Examples, Convergence, Cauchy 5 periods
Sequences, Completeness

Unit 2: Normed Spaces, Properties, Finite Dimensional Normed Spaces, § periods
Compaciness and Finite Dimensional normed space

Unit 3; Linzar operators, Bounded linear operators, Linear Functionals, 7 periods
Linear operators and linear functionals on finite dimensional spaces,
Normed spaces of operators, Dual spaces.

Unit 4: Inner product spaces, Hilbert spaces, Properties, Orthogonal 8 Periods
Complements and Direct Sums, Orthogonal sets and sequencas, Series, Total
Orthonormal sets and sequences

Unit 5: Representation of functional on a Hiloert space, T periods
Hilbert adjoint Cperator, Self adjpint, Unitary, Normal operators

Unit 6: Hahn Banach Theorems, Applications to Cla b], Adjoint operators,B periods
Reflexive spaces
Unit 7: Category Theorem, Uniform BoumgiR@nass Principle, Strong Weak
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Convergence, Operators and functional convergence 6 periods

Unit 8: Open mapping theorem, Closed linear operators, 8 periods
Closed graph theorem

Total 52 periods

KEY TEXT BOOK
1. Kreyszig, Functional Analysis, John Wiley & Sons, 1978. [Chapters: 1 To 4]

REFERENCES
1. G. Bachmann & L. Nanci, Functional Analysis, Academic Press Pub, 1968,

Applicatle Trum e acadand voar 30115 oomanks
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PMAT-202 Probability and Statistics 4 Credits

Course Objectives

The main objective of this course is to provide students with the foundations of
probabilistic and statistical analysis mostly used in varied applications in engineering and
soiance disciplines ke disease modeling, climate prediction and computer networks ato

Course Oulcomes
On complation of this course the student

1. Will be able to appreciate the importance of probability and statistics in computing
and research

2. Wil develop skills in presenting guantitative data using appropriate diagrams,
tabulations and summaries

3. Will be able to use appropnate statistical methods in the analysis of simple
datasets

4. Wil be able to interpret and clearly present output from statistical analysis in a
clear, concise and understandable manner,

Course Syllabus:

Unit 1: Introduction
Why study statistics? - Modern Statistics- Population and Sample 2 periods

Unit 2: Organization and Description of Data
Pareto and Dot diagrams - Frequency distributions — Stem and Leaf displays — Descriptive
measures — Quartiles and percentiles — Calculation of X and S. § periods

Unit 3: Probability
Sample spaces and events — Counting — Probability — Axioms of probability — Some
elementary theorems - Conditional probability = Bayes theorem — Normal expansion

5 periods
Unit 4: Probability distributions
Random Variables — Binomial distributions — mean and vanance of a probability
distribution — Chebyshey's theorem — Poisson distribution and rare evenis — Poisson
processes. 5 periods

Unit 5: Probability Densities

Continuous random variables — Normal distribution — Narmal approximation to binomial
distribution - Uniform Distribution - Log-Normal distribution — Joint distribution (Discrate
and Continuous) - Checking if Data are normal 5 periods

LUnit 6: Sampling distributions
Population and samples — Sampling distribution of mean {Variance known and unknown)
— Sampling distribution of the variance 4 periods

Unit 7: Inference cun{:arning-a'hl-éa.n

)
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Point Estimation = Interval estimation — Maximum likelihood estimation - Test of
hypotheses — Null hypotheses and test of hypotheses — Hypotheses conceming one mean

8 periods

Unit 8: Comparing two treatments
Expernmental designs for comparing two treatments — comparing two independent small
samples - matched pairs comparisons 5 perlods

Unit 9: Inferences concerning populations
Estimation of proportions — Hypotheses conceming one proportion — Hypotheses
conceming several proportions — Analysis of r X ¢ tables 4 periods

Unit 10: Regression Analysis
Least squares - Inference based on least squares estimators — curvilinear regression

5 periods
Unit 11: Analysis of Variance 4 Periods
Completaly randomized Designs - Randomized block designs
Total 52 periods

KEY TEXT BOOK
1. Miller & Freund's Probability and Statistics for Engineers. Ninth edition, Global edition.
Richard A. Johnson, Pearson Publications, 2017.

Chapters: 1 (1.1, 1.2, 1.6), 2, 3, 4(4.1 - 4.7), 5(5.1-5,8, 5.10, 5.12), 6(8.1 - 8.4), 7(7.1-7.7),
8(8.1-8.4), 10(10.1-10.4), 11(11.1 —11.3), 12(12.1 - 12.3)

REFERENCES
1. Prasanna Sahoo, Probability and Mathaematical Statistics, 2008.

W o
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PMAT-203(MT) Measure Theory

4 Credits

Course Objectives: Measure Theory provides a rigorous foundation for sevearal branches
of Analysis, in particular, Integration Theory and Probability Theory. The course first builds
the abstract theory of measures by discussing the algebra of sets. inner and outer
measures. Then, a detailled introduction of Lebesgue Integral by bringing out the
digtinclions with e Rigrmann nlegral, The luncion space LPis also inlrodoced.

Course Qutcomes:

1. Students will be able to comprehend an abstract view point of Probability and

Integration Theories.

2. Students learn about the algebra of sets and their utility in defining a measura,

3. Students can relate to the notion of measurahility (and non-measurability) of sets and

understand the relevance of Axiom of Choice in this context.

4. Students can define the Lebesgue Integral and distinguish from that of the Riemann

integral
5. Students will have the knowledge of LP spaces.

Course Syllabus:

Unit 1: Semi Rings and Algebra of Sets

Unit 2: Measures on Semi Ring

Unit 3: Outer Measures and Measurable Sets

Unit 4: The Outer Measure Generated by a Measure

Unit 5: Measurable Functions

Unit 6: Simple and Step Functions

Unit 7; The Lebesgue Measure

Unit 8: Upper Functions

Unit 10: Integrable Functions

Unit 11: The Riernann Integral as a Lebesgue Integral
(Statements only)

Unit 12: L spaces
Total

KEY TEXT BOOK

1, Charalambos D. Aliprantis and Owen, Principles of Real Analysis, lindEdition.

Burkinshow Academic Press Inc., 1990. [Sections.8 to 18 and 31].

REFERENCES

1. H.L Royden, Real Analysis, Macmilian Pub. 1968.
2. P.R.Halmos, Measure Theory, Dvan Pub.1988.
3. M.T. Nair, Measure and Integration, CRC/Chapmann and Hall, 2018.
https:/www.crcpress.com/Measure-and-Integration-A-First
Course/Nair/p/book/8TE0367 348397

6 periods
4 periods
6 periods
5 periods
i periods
4 periods
4 periods
4 periods
6 periods

1 period
B periods

52 periods
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PMAT-204(TODE) Theory of Ordinary Differential Equations

4 Credits

Course Objectives: This course aims at providing basics of rigorous theory of Ordinary
Differential Equations. This course is about qualitatively analyzing the ODE by first learning
the basic existence and unigueness of solutions of ODE or system of ODEs and studying
the asymptotic behaviour of solutions, if they exst, without actually computing them.

Course Outcomes: After going through the course the student will be able to!

Apply Existence and Uniqueness theorem to ODEs or system of ODEs to know the
existence/uniguensss of solution.

Solve Linear systems of ODEs using appropriate matrix methods and exponential of a
matrix.

Study the types of Non-Linear systems and solutions for a few specific systems.
Apply stability tests to know the stability of the solution of systems of ODEs.

Course Syllabus:

Unit 0: Gronwall's Inequality 2 Periods

Unit 1: Linear Systems with an Introduction to Phase Space Analysis 12 Periods
Existence and Unigueness for Linear Systems - Homogeneous and Nonhomogeneous
ayslems - Systems with Constant Coefficients — Asympiotic Behaviour - Autonomous
Systems - Phase Space - Two Dimensional Systems - Periodic Coefficients.

Unit 2: Existence Theory: 12 periods
Existence in Scarlar Case - Existence Theory for Systems of First Order Equations -

Unigueness and Continuation of Solutions — Dependence on Initial - Conditions and

Parametars,

Unit 3: Stability of Linear and Almost Linear Systems : 12 pericds
Definitions of Stability — Linear Systems — Almost Linear Systems.

Unit 4: Lyapunov's Second Method: 14 periods
Lyapunov's Theorems and Proofs

Total 52 periods
KEY TEXT BOOK

1. F. Brauer and J.A. Nohel, Benjamin, Qualitative Theory of Ordinary Differential

Equations, 1967 [Chapters 1:5&c.1.7 Only; Chapter 2: Except Sec. 2.6;
Chapter3; Chapter 4 ; Except Sec 4 8 | Chapler. 5: Except Sec. 5.4 And 5.5]

REFERENCES

RS

E. A. Coddington&N.Levinson, Theory of Ordinary Differential Equations, Tata
McGraw Hill pub, 1972,

2. N. Rouche&M. Loloy, Stability Theory By Liapunov's Direct Method, Springer

Aopplica i b dimderede yewr 202 E-35 anwanss

- Verlag Pub,1977.
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PMAT-301 Differential Geometry 4 Credits

Course Objectives: This course aims at the study of geometric objects using differential
calculus as a tool. In this course, the students will be introduced to modeling geometric
shapes as mathematical entities and study their properties. The students will also be
exposed to calculation of some local and global properties of the surfaces.

Course Qulcomes. Upon e complelion of Uk cowrse, e sludent will be

L ]

Able to model an n-dimensional smooth geometric shape as a level set suspended in
an {n+1}- dimensional space and study its properties.

Able to appreciate the concept of shortest path from one point to ancther on a generic
smooth surface.

Exposed to modelling an n-dimensional surface as a parametrization,

Exposed to calculation of curvature, surface area and volume of different surfaces

Course Syliabus:

Unit 1: Graph and Level Sets 2 periods
Unit 2: Vector Figlds, Tangent Spaces 5 periads
Unit 3: Surfaces, Vector Fields on Surfaces, Orientation 4 periods
Unit 4: The Gauss Map 3 periods
Unit 5: Geodesics 4 periods
Unit 6: Parallel Transport 4 periods
Unit 7: The Weingarten Map 5 periods
Unit 8: Curvatures of Plans Curves 4 periods
Unit 9: Arc length and Line Intagrals 4 periods
Unit 10: Curvalure of Surfaces 5 periods
Unit 11: Parameterized surfaces 5 periods
Unit 12; Surface Area and Volume T periods
Total: 52 Periods
KEY TEXT BOOK

1,

J. A Thrope, Elementary Topics in Differential Geometry, Springer-Verlag,
1979.Chapters 1 to 12 (Chapter & theorem no proof, Chapter 11 theorem 1 no
proof), 14 and 17.

REFERENCES

W. Klingenberg, A Course in Differential Geometry, Springer-\Verlag, 1978.
A. N, Pressley, Elementary Differential Geometry, Second Edition, Springer, 2010.

1.
2.

-

&

Trami rie erademic vear T9E-34 wannds

PRl B RelaBaBela

P g gy g g

]

el el e ezl &l &

~ ke



PMAT-302 Optimization Technigques 4 Credits

Course Objectives: In this coursa, the students will be infroduced fo the mathematical
formulation of optimization. The students will be exposed to a spectrum of optimization
technigues and their applicability.

Course Outcomes: Upon the completion of the course, the student will be
« Ablo to apply mathematical skills to model optimization problems.
= Able to critically analyze theaoretical principles and choose the relevant optimization
technigues for a specific problem,
e Exposed to solutions for various types of optimization problems and will be enabled
to adopt them for the situation at hand.

Course Syllabus:

Unit 1: Mathematical Review — Lines — Hyperplanes and linear varties — convex sats -
newghboerhoods — polytopes and polyhedra — derivative matrix — level sets and gradients-
Taylor's series {3 periods)

Unit 2: Unconstrained Optimization — conditions for local minimizers — one dimensional
sgarch methods including golden section, Fibonacci, bisections and Newton's method -
line search in multidimensional optimization - Gradient methods including steepest
descent, Newtons method and its modifications — conjugate direction methods — Quasi-
Newton methods including DFP and BFGS algorithm

(16 periods)

Unit 3: Linear Programming - standard form — basic solutions — properties of basic
solutions — geometric view — simplex method, two-phase simplex method and revised
simplex method - duality (8 periods)

Unit 4: Non-linear constrained optimization — problems with equality constraints —
Lagrange condition — second-order condition — minimizing quadratics subject to equality
constrainis — problems with Inequality constraints = Karush-Kuhn-Tucker conditions —
second-order conditions (10 periods)

Unit 5: Convex Optimization Problems - Convex Functions - Convex Optimization
Problems — semi-definite programming (6 periods)

Unit 6:Algonthms for constrained optimization = projected gradient methods with linear
constraints — Lagrangian algorithms — penalty methods (9 periods)
Total (52 periods)

KEY TEXT BOOK

1. BEdwin K. P. Chong and Stanislaw H, Zak, An Introduction to Optimization, Wilay Inter-
sclence Publication, John Wiley and Sons Inc., |ISBN 378-1-118-27201-4, 4" ed, (2013).

Chapters: 4, 5(5.3-5.6), 6, 7(7.1-7.5, 7.8), 8, 9, 10, 11, 15, 16, 17, 20, 21, 22, 23.

8
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REFERENCES

1. L.R. Foulds, Optimization Techniques, Springer, Utm, 1881

2 Boyd, Stephen, and Lieven Vanderberghe, Convex Optimization. Cambridge, UK:
Cambridge University Press, 2004.

A, hilpSMreaevideolecliures colnfCourse/307 2iNumerlcal-Opthimization
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PMAT-303 (TPDE) Theory of Partial Differential Equations

4 Credits
Course Objectives: Using the tools of calculus, the course covers the basic methods of
solving linear and non-linear parfial differential equations. No assumptions on the
knowledge of Analysis is made, Fundamental equations such as Laplace, Heat, Transport
and Wave equation are discussed in detail. Fourier Transform in the higher dimensions is
also introduced. For solving first order partial differential equations with real coefficients,
the method of characteristics is employed.

Course Outcomes:

1. Student will be able to classify a given partial differential equation.

2. Sludent can discuss the role of fundamental solution and its utility for basic
equations such as Laplace, Heat and Wave equations.

3. Student leams approach to solve partial differential equations through transforms
technigues, In particular, the student learns higher dimensional Fourier Transform,

4. Student leams the method of charactenstic and its geometric insights to solve a
first order partial differential equation with real coefficients.

5. Students would be able to appreciate the role of symmetry In solving partial
differantial equations.

Course Syllabus:

Unit 0: Review of Calculus Facts: Boundaries, Gauss-Green theorem, Polar coardinates,
Coarea formula 2 Periods

Unit 1: Convelution and Smoothing 4 Periods

Unit 2: Singles and Systems of PDEs and Strategies for studying PDE 1 Period
Unit 3: Transport equations: IVP, Nonhomogeneous 2 Periods

Unit 4: Laplace's equation: fundamental solution, mean-value formulas, properties of
harmonic functions, green's function, energy methods 10 Periods

Unit 5: Heat equation: fundamental solution, mean-value formutas, properties of
solution, anergy method 9 Pariods

Unit 6: VWave equations: solution of wave equation, d'Alembert's formula and Spherical
means 4 Periods

Unit 7:Mon-linear first-order PDE: complete integrals, envelops, characteristics
: . 10 Periods
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Unit 8: Similarity methods and Transform methods: Fourer fransform, Laplace
transform, Converting nonlinear into linear PDE 10 Periods

Total: 52 periods

KEY TEXT BOOK

1. Lawrence C. Evans, Partial Differential Equations. Graduate Studies in Mathematics,
Volume 18, 1997.

Chapters: 1, 2 (sec2.1t0 2.3and 2.4.1), 3 (sec 3110 3.2), 4 (sec 4.2, 4.3, 4 4),
Appendix C.1,C2, C3.C4, D5

REFERENCES

1. Francais Treves, Basic Linear Partial Differential Equations, Dover Publications, Inc.,

2008.
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PMAT-401 Mathematical Modeling 4 Credits

Course Objectives: In this course, the students will be introduced to both deterministic
and stochastic methods of mathematical modeling, The students will be introduced to
effectively communicate the mathematics to achieve a realistic model of a given scenario.

Course Qulcomes. Upon the completion of the course, the student will be able to
o Understand the use of mathematics to solve a variety of problems across various
disciplines.
e Appreciate the ideas and Interconnections between various branches of
mathematics.
+ Apply core technigues of mathematical modeling to model, analyze and interpret
real life scenarios.

e Formulate and communicate effectively with the mathematical models of situations.
Course Syllabus:

Unit 1: Deterministic analysis of observations
Data transformations (linear models), model developmeant (polynomial models), model

evaluation (population modeling), the advantage of modeling (global warming modeling)
7 Periods

Unit 2: Stochastic analysis of observations
Model errors, optimal linear models 7T Periods

Unit 3: Deterministic states
Dimensionality analysis and similanty, applications of low compiexity 8 Periods

Unit 4: Stochastic states
Probability density functions, models for probability density functions, data analysis, real

distributions 8 Periods

Case studies 22 Periods
Total 52 Periods

KEY TEXT BOOK

1. Stefan Heinz, Mathematical Modeling, Springer-Verlag Berlin Heidelberg, First Edition,
2011, [Chapters 1,2.1-2.3, 3.1-3.3 4]

REFERENCES

1 Frank R. Giordano, William P. Fox and Steven B. Horton, A first course in
Mathematical Modeling, 5th Ed, Brooks/Cole CENGAGE Leaming, 2014,

2 Mike Mesterton-Gibbons, A Concrete Approach to Mathematical Modeling, John
Wiley & Sons, 1095,

STREAM CORE- I: Computer Science (CS)
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PMAT 104(CS-COD) Computer Organization and Design

4 Credits
Course Objectives:
The aim of this course is to introduce students to the foundation of computer design,
implementation, and the shift to modern architecture design principles. In particular,
students will demonstrate an understanding of basic concapts of performance measures,
computer arithmetic, instruction set design, computer microarchitecture, and memaory
hierarchy.

Course Qutcome: Student who has undergone the course will be able to:

« Differentiate two computers with respect to their perfarmance with regard to speed,
power consumption etc.

« Appreciate the design principles of instruction set and understand the rationale for
different addressing modes and instruction formats.

e Understand computer arithmetic and computer data representation formats.

e Understand arithmetic and logical unit design and implementation.

¢ [Demaonstrate knowledge of computer micro architecture related concepts such as
simple CPU design and its implementation, instruction fetch mechanisms, f branch
prediction mechanisms and basic instruction execution pipeline.

« Demonstrate knowledge of memory hierarchy of register, cache, main, and virtual
memories

« Understand and differentiate between spafial and temporal localities as well as other
memory access patterns.

Course Syllabus:

Unit 1; 2 Pericds
Introduction, Performance, the Power Wall, the Switch from Uniprocassers to
Multiprocessors, Historical Perspective.

Unit 2: 8 Periods
Instruction Set Design, Operations of the Computer Hardware, Operands of the
Computer Hardware, Signed and Unsigned Numbers, Representing Instructions in the
Computer, Logical Operations, Instructions for Making Decisions, Supporting Procedures
in Computer Hardwars, MIPS Addressing for 32-Bit Immediates and Addresses,
Parallelism and Instructions.

Unit 3: 10 Periods
Arithmetic for Computers, Addition and Subtraction, Multiplication, Division, Floating
Point representation, Parallelism and Computar Arithmetic,

Unit 4: 16 Pariods

The Processor Logic Design Conventions, Building a Datapath, Pipelining,. Pipelined
Datapath and Control, Data Hazards: Forwarding vs. Stalling, Control Hazards,
Exceptions, Parallelism and Advanced Instruction Lavel Paralielism.

Unit 5: . 16 Periods




Memory Hierarchy, The Basics of Caches, Measuring and Improving Cache
Performance, Virtual Memory, A Common Framework for Memaory Hierarchies,
Parallelism and Memory Hierarchies: Cache Coherencea

Total 52 Periods

KEY TEXT BOOK

1. Patterson, David A. and Hennessy, John L, Computer Organization and Design; The
Hardware/Software Interface, Fourth Edition, 2011

[From Chapters 1, 2, 3. 4, §]

REFERENCES

1. Randal E. Bryant and David R. O'Hallaron, Computer Systems: A Programmer's
Perspective, Prantice Hall, Second Ed, 2011.

2. John P, Hayes, Computer Architecture and Organization, McGraw Hill Edition, 1888,
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STREAM CORE- Il: Computer Science (CS)
PMAT 203(CS-CN) Computer Networks 4 Credits

Course Objectives: The aim of this coursa is o introduce students to various types of
networks such as local, metropolitan, and wide area networks, standard OS] & TCP/IP
referance models, important Internet protocols and design issues across different layers.
This course alse inroduces W various networking technologies.

Course Outcomes:

1. To master the terminology and concepts of the O8I and TCF/IP reference models

2. To master the concepts of protocols, network interfaces, and design/pedformance
issues in local area networks and wide area networks

3. To have sufficient knowiedge in reliable communication principles in Transport layer
and also routing strategies in network layer

3. To be familiar with wireless networking concepts

4. To be familiar with contemporary issues in networking technologies such as network
security, mobility in cellular networks, multicast routing, congestion in networks etc.

Course Syllabus:

Unit 1: 2 periods
introduction -Network edge, Network core, 1SPs and Internet, Protocol Layers and
service models, OS5I, TCP/IP reference models.

Unit 2: 10 periods
Application Layer: Principles, Web and HTTF, FTP, SMFPT, DNS, Peer-to-Peer
Applications

Unit 3: 10 periods

Transport Layer; Services, Multiplexing and demultiplexing. principles of reliable data
transfer, connection oriented transport, TCP, Connectioniess support, UDP, Congestion
control.

Unit 4: 10 periods
Network Layer and Routing : Service models, datagram service virtual circuit service,
routing principles, routing algornithms, IP protocol, routing in internet, IPVE, Multicast
routing.

Unit 5: 10 periods

Link Layer and LAN: The Data Link Layer services, Error Detection and Correction,
Multiple Access protocols, LAN addresses and ARP, Bridges, Routers. Wireless and
Muobile Networks: Wireless links, characteristics, CDMA, IEEE 802.11 wirsless LANs,

Cellular Internet Access, addressing and routing to mobile users, Mobile |1P, Handling
mobility in callular networks.

10 periods
- 34
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Network Security; Principles of Cryptography, Authentication Protocols, Digital
Signatures, Message Digests, Key distribution and cerification, Packet Sniffing, Secure
emall, secure sockets, IPsec

Total 52 periods

KEY TEXT BOOK

1. Jim Kuroee, Keith Ross, Computar Networke: A Top down Approach Featuring the
Internet, Fifth Edition, Pearson Education, 2010.
[Chapters 12.1-26.3,41-4751-56 6.1-67, 8§

REFERENCES

1. William Stallings, Data and Computer Communicafions, Viith Edn, Pearson
Education, 2005,

2. Andrew 5, Tanenbaum, Computer Networks, IV Ed, Pearson Education, 2003,
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STREAM CORE- lll: Computer Science (CS)
CS-DA Design of Algorithms 4 Credits

Course Objectives: The course takes a mathematical problem solving approach to
writing algorithms. The course deals with designing algorithms through the process of
induction and simultaneously prove its correctness. A variety of domains such as
sequences, sets, graphs and geomeifric are discussed,

Course Qutcomes: Upon completion of the course

1. Student will be able to design and develop an algorithm using the induction
processes.

4. Student can prove the correctness of an algorithm.

3. Student becomes a better problem solver.

Course Syllabus:

Unit 1: Design of Algorithms by Induction 10 Periods
Unit 2: Algorithms involving Sequences and Sets 10 Periods
Unit 3: Graph Algorithms 12 Periods
Unit 4;: Geometric Algorithms 10 Periods
Unit &: Algebraic and Numeric Algorithms 10 Periods
Total 52 Periods
KEY TEXT BOOK

1. Udi Manber, Introduction to Algonthms: A Creative Approach, Addison-Wesley, 1988,
Chapters: 5to 8

Reference Books

1, T Coremen, C Lieserson, R Rivest, C Stein, Introduction to Algorithms, Third
Edition (International Edition, MIT Press, 2009.

- -
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STREAM CORE- IV: Computer Science (CS)
PMAT 303(CS-DS) Database systems 4 Credits

Course Objectives: This course is aimed to serve as a first level course to introduce
relational database management systems (RDEMS). The students will be exposed to the
basics of RDBMS and lis design. 1he sludenls will alse be exposed lo bansactions.

Course Outcomes: Upon the completion of the course, the student will be
s Able to appreciate the relational algebra aspects of database tables and vanous
operations on them

e Able to draw Entity-Relationship (ER) models from a given requirement
specifications of a database system.
Able to build a schema from an ER model.
Able to analyze the normal form of the schema given the functional dependencies
in the system,

e Exposed to ACID properties of transactions in RDBMS.

Course Syllabus:

Unit 1: Introduction to Database Management Systems 4 Periods

Database System Applications, Purpose of Database Systems, View of Data, Database
Languages, Database Design, Database Engine, Database and Application Architecture,
Database Users and Administrators, History of Database Systems

Unit 2: Introduction to Relational Model 7 periods
Structure of Relational Databases, Database Schema, Keys, Schema Diagrams,
Relational Query Languages, The Relational Algebra

Unit 3: SQL and other relational languages 10 periods
Overview of the SQL Query language, SQL Data Definition, basic structure of SQL
Clueries, Additicnal Basic Operations, Set Operations, Null Values, Aggregate Funchons,
Nested Subgueries, Modification of the Database.

Cther Relational Languages

Unit 4: Database design and ER model 8 periods

Overview of the Design Process, The Entity-Relationship Model, Complex Altributes,
Mapping Cardinaliies, Primary Key, Removing Redundant Affributes in Entity Sets,
Reducing ER Diagrams to Relational Schemas, Extended ER Features, E-R Design
lssues, Alternative Notations for Modeling Data, Other Aspects of Database design

Unit 5: Relational Database Design 8 pericds

Features of Good Relational Designs, Decomposition using Functional Dependencies,
Algorthms for Decomposing Functional
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Dependencies, Decomposition using Multivalued Dependencies, More Normal Forms,
Atomic Domains and First Mormal Form, Database Design Procass

Unit 6: Data Storage Structures 5 periods
Database Storage Architecture, File Organization, Organization of Records in Files, Data-Dictionary

Storage, Database Buffer, Column-Oriented Storage, Storage Organization In Main-Memory
Liatabuases

Unit 7: Indexing 6 pericds
Basic Concepts, Ordered Indices, B+ Tree Index Files, B+ Tree Extensions, Hash Indices,

Multiple-Key Access, Creation of Indices, Write-Optimized Index Structures, Bitmap
Indices

Unit 8: Transactions 4 periods

Transaction Concept, A Simple Transaction Model, Storage Structure, Transaction
Atomicity and Durability, Transaction Isolation, Serializability

Total 52 periods

KEY TEXT BOOK

1. Database System Concepts, by Abraham Silberschatz, Henry F Korth, S Sudarshan,
Tth edition, Tata McGraw Hill, 2019

[Chapters 1,2,3.6.7 (except 7.10), 13, 14(except 14.10), 17 (17.1-17.68)]
REFERENCES

1. Fundamentals of Database Systems, by Rames Elmsari, Shamkant B Navathe, Tth
edition, Pearson 2016.

2. Database Systems. Design, Implementation and Management by Carios Coronel,
Steven Maorris, 13th edition, Course Technology Inc, 2018,

L
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STREAM CORE- |: Actuarial Science (AS)
PMAT 104(AS-AM)  Actuarial Mathematics 4 Credits

Course objectives:

The aim of the Actuanal Mathematics subject is to provide a grounding In financial
mathematics and its simple applications.

Course Quicomes:
On completion of the subject the traines actuary will be able to:

(iy Describe how to use a generalised cashflow model to describe financial
transactions.

(i} Describe how to take into account the time value of money using the concepts of
compound interest and discounting.

(iii) Show how interest rates or discount rates may be expressed in terms of different
lime periods

{iv) Demonstrate a knowledge and understanding of real and money interest rates.
{v) Calculate the present value and the accumulated value of a stream of equal or
unequal payments using specified rates of interest and the net present value at a
real rate of interest, assuming a constant rate of inflation.

(vi) Define and use the more important compound interest functions including
annuities cartain.

(vii) Define an eguation of value,

(viii} Describe how a loan may be repaid by regular instalments of interest and capital
(ix) Show how discounted cashflow techniques can be used in investmeant projact
appraisal.

{x) Describe the investment and risk characteristics of the various types of asset
available for investment purposes.

{xi) Analyse slementary compound interast problems.

(xii} Calculate the delivery price and the value of a forward conftract using arbitrage
free pricing methods.

(xiii} Show an understanding of the term structure of interest rates.

(xiv) Show an understanding of simple stochastic models for investment returns.

Course Syllabus:

Unit -1 {13 Periods)
Cashflow models, The time value of money, Interest rates, Real and moneay interest
rates, Discounting and accumulating, Level annuities, Deferred and increasing annufties,

Unit -2 {14 Periods)
Equations of value, Loan schedules, Project appraisal

Unit -3 (13 Periods)
Investments, Elementary compound interest problems, Arbitrage and forward contracts

Unit -4 . {12 Periods)
Term structure of interest rates, Stochastic.igletestrs
Total 52 periods
39
“'H\x
il academan vear BN porwairils

.

Pl e el ol B B

. —

'y -'.

o

el el RN al e



KEY TEXT BOOK
An introduction to the mathematics of finance, McCutchean, J. J.; Scott, W.
F.Heinemann, 1986. 463 pages. (Chapters 1 to 7 and Chapter 10)

REFERENCES

1. Bowers, N. L., Carben 1. U, | lickinan, J, C. el al., I Actuarlal rmatheinatics,
2Med. Society of Actuaries, 1987 753 pages [SBN: 8780038058455,

2. Butcher, M. V., Mathematics of compound interest, Nesbitt, C. J. Ulrich’s Books,
1971, 324 pages. ISBN: 9780960300013,

3. Ingersoll, J. E. Rowman & Littiefield, 1987, Theory of financial decision making.
474 pages, ISBN: 8780847673508

4. Kellison, 8. G., The theory of interest. 3<ed. Irwin, 2008. 463 pages. ISBN:
OT800733824490,

5. Gerber, H. U., Life insurance mathematics, 3%ed. Springer. Swiss Association of

Actuaries, 1887 217 pages. ISBN; 783540622420
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STREAM CORE-ll: Actuarial Science (AS)

PMAT 203(AS-ASM) Applied Statistical Methods 4 Credits

Course objectives:

The aim of the Applied Statistical Methods subject is to provide a further grounding in
ialhenalical and slatistival lechnbgues of parlicular relevance o flancial work.

Course Outcome:
On completion of the subject the trainee actuary will be able to:

(i) Explain the cencepts of décision theory and apply them

(ii)Calculate probabilities and moments of loss distributions both with and without
limits and risk-sharing arrangemeants

(iii} Construct nsk models involving frequency and severity distributions and calculate
the moment generating function and the moments for the risk models bath with

and without simple reinsurance arrangements.

(iv) Explain the concept of ruin for a risk model. Calculate the adjustment coefficient
and state Lundberg’s inequality. Describe the effect on the probability of ruin of
changing parameter values and of simple reinsurance arrangements.

{v) Explain the fundamental concepts of Bayesian statistics and use these concepts to
calculate Bayesian estimators.

(vi) Describe and apply technigues for analysing a delay (or run-off) triangle and
projecting the ultimate position.

(vii) Explain the fundamental concepts of a generalised linear model (GLM), and
describe how a GLM may apply.

(viii) Define and apply the main concepts underlying the analysis of time series
models.

(ix) Explain the concepts of "Monte Carlo” simulation using a series of pseudo-random
numbers.

Course Syllabus:

Unit 1 (13 Periods)
Decision theory, Bayesian statistics, Loss distributions, Reinsurance

Unit 2 {15 Periods)
Credibility theory, Empirical Bayes credibility theory, Risk models - Collective Risk
Model, Risk models - Individual Risk Model

Unit 3 (14 Periods)
Ruin theory, Generalised linear models, Run-off triangles.

Unit 4 (10 Periods)

Time seres - Auto Regressive models, Time series - ARCH, GARCH models, Monte
Carlo simutation

Total 52 periods
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KEY TEXT BOOKS

1. Loss models: from data to decisions. - Klugman, Stuart A; Panjer, Harry H, Willmat,
Gordon E; Venter, Gary G. - John Wiley & Sons, 1988, ISEN: 0 471 23884 8. (Chapters
5 and 8, Chapters 9 to 11, Chapters 15, Chapters 20 and 21)

2. Mathematical statistics. Freund, John E f - 6%d. - Prentice Hall International, 1999,
624 payes. ISDN. 0 13874158 0 (Chapler §)

REFERNCES

1. Dobson, Annette J., An introduction to statistical medelling, - Chapman & Hall, 1983.
125 pages. ISBN: 0 412 24860 3.

2. Hossack, lan B, Poliard, John H, Zehnwirth, Benjamin, Introductory statistics with
applications in genaral insurance, - 2®ed, - Cambridge University Press, 1999,
ISBN: 0 521 65534 X,

3. Daykin, Chris D) Pentikainen, Teivo, Pesonen, Martti, Practical risk theory for
actuaries, Chapman & Hall, 1954, |SBN: 0 412 42850 4.
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STREAM CORE- lll: Actuarial Science (AS)

PMAT 204(AS-AMOD) Actuarial Models 4 Credits

Course objectives:
The aim of the Actuanal Models subject is to provide a grounding in stochastic processes
and survival models and their application.

Course Outcomes:
On the successful completion of this subject, the candidate will be able to:

(i) Describe the principles of actuarial modelling.

(i) Describe the general principles of stochastic processes, and their classification

into different types.

{iii) Define and apply a Markov chain.

(iv) Define and apply a Markov process.

(v) Explain the concept of survival modeis.

{vi) Describe estimation procedures for lifetime distributions,

(vii) Derive maximum likelihood estimators for the transition intensities in models of

transfers between states with piecewise constant transition intensities.

(it} Describe the Binomial model of mortality, derive a maximum likelihood estimator

for the probability of death and compare the Binomial model with the multiple

state models,

{ix) Describe how to estimate transition intensities depanding on age, exactly or using

the census approximation.

(x) Describe how to test crude estimates for consistency with a standard table or a set of
graduated estimates, and describe the process of graduation

Course Syllabus:

Unit 1 (15 Periods)
Principles of actuarial modeling, stochastic processes, Markov chains, The two-state
Markov modal

Unit 2 {11 Periods)
Time-homogenesous Markov jump processes, Tme-inhomogensous Markoy jump
processes

Unit 3 (10 Periods)
Survival models, Estimating the lifetime disinbution function, The Cox regression model

Unit 4 (16 Periods)
The Binomial and Poisson models, Exposed to risk, Graduation and statistical tests,
Methods of graduation

Total 52 periods

KEY TEAT BOOK
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Kulkarni, Vidyadhar G, Modeling, analysis, design, and control of stochastic systems,
Springer, 1999, ISBN: 0 387 98725 8. (Chapters 1, 2, 4 and 5)

Elandt-Johnson, Regina C; Johnson, Nerman L, Survival models and data analysis, John
Wiley & Sons, 1999, ISBN: 0 47134992 5. (Chapters 2Sec 2.10, 3, 4 and 8)

REFERENCES

1

Ajpphics roes il e vomr MO39 onwands

Macdonald A S, An Actuarial Survey of Statistical Models for Decrement and
Transition Data, British Actuarial Journal 2 (1996).

Brzezniak, Zdzislaw; Zastawniak, Tomasz, Basic Stochastic Processes: A course
through exercises — Springer, 1988, 1SBN: 3 540 76175 6.

Hickman, James C., Introduction to Actuanal Modeling, North American
ActuarialJournal (1887) 1(3) 1-5.

Grimmett, Geoffrey, Stirzaker, David, Probability and Random Processes, 3Y%sd, —
Oxford University Press, 2001, ISBN: 0 19857222 0.

Bowers, Newton L; Gerber, Hans U, Hickman, James C:Jones, Donald A, Neshitt,
Cecil J., Actuarial Mathematics - 2"ed ., - Society of Actuaries, 1997, ISBN: 0
938052 45 8.
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STREAM CORE- IV: Actuarial Science (AS)

PMAT 303(AS-FE) Financial Economics 4 Credits

Course objectives:
The aim of the Financial Economics subject 1s to develop the necessary skills to construct
asaet [iability models and to value financial derivatives These skills are alsn required to

communicate with other financial professionals and to crtically evaluate modern financial
theories.

Course Outcomes:
On completion of the subject the traines actuary will be able to.

{iY Deseribe and discuss the appfication of utility theory to economic and financial
problems.

(ii} Discuss the advantages and disadvantages of different measures of investment risk.

(i) Describe and discuss the assumptions of mean-varance portfolio theory and =
principal results.

(iv) Describe and discuss the properties of single and multifactor models of asset
retums.

{v) Describe asset pricing modals, discussing the principal results and assumptions and
limitations of such models

(vi) Discuss the vanous forms of the Efficient Markets Hypothesis and discuss the
evidence for and against the hypothesis.

(vil) Demonstrate a knowledge and understanding of stochastic models of the behaviour
of secunty prices,

{wiil} Define and apply the main concepts of Brownian motion {or Wiener Processas),

(ix) Demonstrate a knowledge and understanding of the properties of option prices,
valuation methods and hedging techniques.

ix) Demonstrate a knowledge and understanding of models of the term structure of
interest rates.

{xi) Demonstrate a knowledge and understanding of simple models for credit risk.

Course Syllabus:
Unit I. Introduction — Efficient Market Hypothesis, Risk Assessment

{13 Periods)
Introduction to financial economics, Efficient Market Hypothesis (EMH), Evidence for and
against EMH, Utility theory, stochastic dominance and behavioral finance, Measures of

15
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Unit ll. Determination of Efficient Frontier using Statistical and Economic Pricing

Models (8 Periods)
Asset pricing models, Brownian motion and martingales, stochastic calculus and o
processes, stochastic models of security prices

Unit lll. Introduction to Stochastic Models (15 Periods)
Introduction to the valuation of derivative securities, The Greeks, Tha binomial model, The
Black-Scholes option pricing formula

Unit IV. Properties and Valuation of Derivatives {15 Periods)

The 5-5tep method in discrete time, The 5-step method in continuous time, Term Structure
of interest Rates, Credit Risk Models: JLT Model, Two State Made|,

Tutonals: 1 period per week

Total 52 periods

KEY TEXT BOOKS
1. Elton, Edwin J. Martin J Gruber, Stephen J Brown, & Willam N Goetzmann, Modern

portfolio theory and investment analysis (8edition), John Wiley, 2003 (Chapters: 1, 4, 5.8,
13,17, 20)

2. Hull, Jehn C, Options, Futures and other dervatives (5th edition), Prentice Hall, 2002,
(Chapters: 1, 12, 13, 14, 18, 20, 23, 30)

REFERENCES

1. Baxter, Martin & Andrew Rennie, Financial Calculus: An Introduction to Derivative
Pricing, Cambridge University Press, 1096,

2. Panjer, Harry H (ed), Financial Economics: with Applications to Investments,
Insurance and Pensions, The Actuarial Foundation, 1998.

&k &

a6

Ie Pouiini B sraademey yedr TR 1Y pawunds



LIST OF STREAM ELECTIVE COURSES
STREAM-I: Algebra, Geometry & Number Theory (AGN

AGN-AT Algebraic Topology

AGN-AG Algebraic Geometry

AlaM-5 Symplactic Geometry

AGN FANT Foundatione on Algabraic Number Thaory
AGN-ANT Analytic Number Theory

AGN-RM Riemannian Manifolds

AGN-DM Differentiable Manfolds

AGN-CRYPT Mathematical Cryplography
STREAM-II;: Analysis and Applications [AA)
AA-S58F Sobolev Spaces and Sobolev Functions
AA-DT Distribution Theory

AL-ATA, Advanced Complex Analysis
AA-FAMPDE Functional Analytic Methods for Partial Differential Equations
AA-STLO Spectral Theory of Linear Operators
AA-HA Harmonic Analysis

AA-CA Complax Analysis

AA-TOP Topology

STREAM-lIi: Differential Equations and Dynamical Systems (DEDS)

DEDS-DS Dynamical Systems

DEDS-ANLDS Advanced Non-Linear Dynamical Systems
DEDS-TS Time scale

DEDS-IE Integral Equations

DEDS-CT Control Theory

DEDS-NSPDE Numercal Solutions of Partial Differential Equations
DEDS-SDE Stochastic Differential Equations
STREAM-IV: Applied Mathematics (AM)

AM-CY Calculus of Vanations

AM-FEM Finite Element Methods

AMAVA Wavelet Analysis

AM-ME Mathematical Ecology

AM-MMIP Mathematical Methods in Image Processing
AM-NIMIP Numerical Methods in Image Processing
AM-T Integral Transforms

AM-TAM Techniques in Applied Mathematics

AM-CS Computational Statistics

AM-CO Convex Optimization

AM-GT Game Theory

STREAM-V : Computer Eqience

+Fram (he academic yenr THIZ-20 onwarts
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cS-Al Artificial Intelligence

CS-CG Computer Graphics

CS-FLA Formal Languages and Automata

CS-PR Pattern Recognition

Cs-C Cryptography

CE-NN Neural Networks

CE-MMDM Malhematical Methods for Data Mining
CE-SP Systems Programming

CS-COMP Design of Compilers

CS-05 Operating Systems

C5-0A Cuantum Algorithms

CS-WP Web Programming
STREAM-VI: Actuarial Science (AS)

AS-GILH General Insurance, Life and Health Contingencies
AS-ARMF Actuarial Risk Management 1 — Foundation
AS-ARMA Actuanal Risk Management 2 — Advanced
AS-ERM Enterprise Risk Management

i thiF seademic yedr D8X3.23 imwmrds
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STREAM-I: Algebra, Geometry & Number Theory (AGN|
AGN-AT Algebraic Topology

AGN-AG Algebraic Geometry

AGN-5G Symplectic Geometry

AGN-FANT Foundations on Algebraic Number Theory
AUN-AN Analytie Number [heory

AGN-RM Riemannian Manifolds

AGN-DM Differentiable Manifolds

AGN-CRYPTO Mathematical Cryptography

AGN-AT Algebraic Topology 4 Credits

Course Objectives: Algebraic Topolegy studies the properties of topological spaces and
maps betweean them by associating algebraic invariants (fundamental groups, homological
groups, cohomology groups) to each space. The course covers topics that are relevant
from an application point of view to branches of physics and computer sclence.

Course Outcomes:
1. Student can explain the fundamental concepts of algebraic topology and their role
in modern mathematics
2. Student can comprehend the relevance of group theorefic approach fo study of
topological spaces.
3. Student will be able to reduce the space to a simple geometric structure and
understand its homological properties,

Course Syllabus:

Unit 1:
Geometric Complexes and Polyhedra-Orientation of Geometric Complexas,
Simplicial Homolgy Groups-Chains-Cycles-Boundaries-Euler Poincare Thecrem

-Simplicial Approximation. 15 pericds
Unit 2:

Homomorphism of Homolgy Groups- The Brauwer Fixed Point Thecrem ang Related
Results. 15 periods
Linit 3:

Fundamental Groups-Homototpic Paths-Covering Homotopy. Covering Spaces-Basic
Properties of Covering Spaces-Classification of Covering Spaces-Universal Covering

Spaces. 15 periods
Unit 4:

Higher Homotopy Groups 7 periods
Total 52 Periods
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KEY TEXT BOOK

1. Fred. H. Croom, Basic concepts of Algebraic Topology, Springer-Verlag, 1578,
[Chapters: 1 to 6].

REFERENCES

1. James R. Munkres Elements of Algebraic Topology, Benjamin / Cumming, 1984,
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AGN-AG Algebraic Geometry 4 Credits

Course Objectives: Assuming & prerequisite of Commutative Algebra and Differential
Geometry, the course discusses the concepts of surface from an algebraic point of view
called as Varieties. The course covers the material in a highly abstract view of sheaves
and schemes.

Course Outcomes:

1. Student would appreciate an algebraic approach to study of geometry.

2. Student leams the necessity of prime ideals and how to use them for defining a
surface,

Student leams to work on both affine and projective coordinates.

Student is introduced fo the definition of the schemes.

Student learns a bit of sheaf theory and cohomologias

B g

Course Syllabus:

Umit 1:
Varigties: Affine and Projective varieties, Morphisms, Regular functions and Maps,
Mon-singular curves, Non-singular varieties, Intersection of projective spaces.

20 Periods
Unit 2:
Sheaves; Sheaves, Schemes, Properties of schemes, Separated and proper morphisms,
Sheaves of modules, Divisors. Projective morphisms, Differentials, Formal Scheme.

20 Periods
Unit 3:
Cohomologies: Derived Functors, Cohomology of sheaves, Cohomology of Moetherian
Affine Schemes. CechCohomalgy. 12 Pericds
Total 52 periods
KEY TEXT BOOK

p Robin Harishome, Algebraic Geometry, Volume 52 of Graduate Texts in
Mathematics, Ed. 8, Springer, 1987
Chapters: 1, 2, 3{3.1 t0 3.4).

REFERENCES:

1. Joe Harris, Algebraic Geometry.A First Course, Springer, 1892
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AGN-SG Symplectic Geometry 4 Credits

Course Objectives: Symplectic Geometry has emerged as a geometry of physics. In
particular, the topics of classical mechanics, quantum mechanics and optics can be
viewed from a theoretical viewpoint. It is interesting that this geometry finds fruitful
applications in understanding the scivabilily of parlial differential equalions. In this
course, a basic introduction is given to the subject and its applications to the cotangent
bundie space are discussed.

Course Qutcomes:

1. Student learns Symplectic Linsar Algebra and its necessity in defining tha
symplectic manifoids.

2. Students can provide a few examples of symplectic spaces, especially those that
have cotangent bundle structure,

3. Student learns different (isotropic, coisotropic and lagrangian) submanifolds of a
symplectic manifold.

4. Student can construct product manifolds from given symplectic manifolds.

Course Syllabus:

Unit 1: Symplectic Forms 14 Periods
Unit 2: Symplectic Form on the Cotangent Bundle 12 Periods
Unit 3: LagrangianSubmanifold 14 Periods
Unit 4: Generating Functions 12 Periods
Total: 52 periods
KEY TEXT BOOK

1. Ana Cannas da Silva, Lectures on Symplectic Geometry, Lecture Notes in
Mathematics, 1784, Springer, 2001.

REFEREMCES

1. Jean Louis Koszul.Yi Ming Zou, Introduction to Symplectic Geometry, Springer,
2019,
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AGN-FANT Foundations on Algebraic Number Theory
4 Credits

Course objectives: Assuming that a student has prerequisite foundations in commutative

algebra and number theory, the course discusses the glgebraic treatment of Number
| heory,

Course outcomes: After having gone through the course, a student will be able to
= Appreciate the use of commutative algebra as a tool for solving number theoretic
problems.

s Appreciate the different types of algebraic structures that appear in number theory.
Course Syllabus:

Unit 0: 6 periods
Elementary Number Theory: Integers, Applications of Unigue Factorization, The ABC
Conjecture, Euclidean Rings: Preliminaries, Gaussian Integers, Eisenstein Integers,

Unit 1: 12 periods
Algebraic Numbers and Integers: Basic concepts, Liouville's theorem, and generalizations,
Localization, Integral closure, Prime |deals, Chinese reminder theorem, Galois
Extensions, Dedekind rings, discrete, valuation rings, Explicit factorization of a prime,
projective modules over Dedekind rings.

Unit 2: 10 periods
Completions: Definitions and completions, Polynomial in complete fields, some filtrations’,
unramified extensions, Tamely ramified extensions.

Unit 3: 12 periods
Integral Bases: The Norm and the Trace, Integral Basis of an Algebraic Number Field and
its existence, Minimal Integers, Some Integral Bases in Cubic Fields, Index and Minimal
Index of an Algebraic Numbser Field, Integral Basis of a Cyclotomic Field.

Unit 4: 12 periods
Dedekind Domamns :Dedekind Domains, Ideals in a Dedekind Domain, Factorization into
Prime ldeals, Order of an ldeal with respeact to a Prime |deal, Generators of ldeals in a
Dedekind Domain, Integral Closure {recap), Characterizing Dedekind Domains, Fractional
ldeals and Unique Factorzation, Dedekind’'s Theoram.

Total 52 periods

KEY TEXT BOOKS

1. SabanAlaca and Kenneth 5. Willlams Introductory Algebraic Number Theory,
Cambridge University Press, 2004, (Chapters 7, 8).

2. M. Ram Murty and Jody Esmonde, Problems in Algebraic Number Theory, Springer,
Second Edition, 2004, {Chapters 1- 5).

3. Serge Lang, Algebraic Number Theory, Springer, Second Edition, 1984, (Chapters 1,
2).

o *
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AGN-ANT Analytic Number Theory 4 Credits

Course Objectives: To illustrate how general methods of analysis can be used to obtain
results about integers and prime numbers and investigate the Distribution of prime
numbers.

Course Outcomes: After successful completion of this course, student will be able to:
1. Prove elementary resulis on sums over primes and calculate averages of

arthmetical functions.

Understand better the Distribution of prime numbears.

Understand the proof of Dirichlet's theorem.

Know the basic theory of Riemann zeta and L- functions.

Prove soma analytic properties of Riemann zeta function including an analytic

continuation, a zero-free region and estimates of growth of zeta function.

Ak B

Course Syllabus:

Unit-l: AVERAGES OF ARITHMETICAL FUNCTIONS: Introduction - The big oh
notation. Asymptotic equality of functions- Euler's summation formula- Some elementary
asymptotic formulas-The average order of d{n)- The average order of the divisor
functions - The average order of §(n). The partial sums of a Dirichlet product-
Applications to p (n) and A(n)- Another identity for the partial sums of a Dirichlet product-
The partial sums of a Dirichlet product- Applications to p(n) and A(n)- Anather identity for
the partial sums of a Dirichlet product. 14 periods

Unit-ll: SOME ELEMENTARY THEOREMS ON THE DISTRIBUTION OF
PRIMENUMBERS

Introduction- Chebyshev's functions yi(x) and #(x) - Relations connecting &x) and m(x) -
Relations connecting &(x) and m{x) - Some equivalent forms of the prime number
theorem— Inequalities for p(n) and Pn - Shapiro's Tauberian theorem — Applications of

Shapiro'’s theorem - An asymptotic formula for the partial sums — The partial sums of the
Mobius function. 12 periods

Unit-lli: FINITE ABELIAN GROUPS AND THEIR CHARACTERS
Characters of finite abelian groups. The Character group, The Orthogonality relations for
characters, Dirichlet characters, Sums invoiving Dirichiet characters, The novanishing of

L{1,x) for real nonprincipal ¥, 8 periods

Unit-IV: DIRICHLET SERIES AND EULER PRODUCTS

The half- plane of absclute convergence of a Dirichlet series, The function defined by
Dirichlet series, Multiplication of Dirichlet series, Euler Products, The half-plane of
convergence of a Dirichlet series, Analytic properties of Dirichlet series, Dirichlet series
with non-negative coefficients. 18 periods

Total 52 periods

24




KEY TEXT BOOK

1. T.M. Apostol, Introduction to Analytic Number Theory- Springer Verlag-New York,
1898

Chapter -3:- Articles 3.1 to 3.7 and Aricles 3,10, 3.11, Chapter<4:- Aricles 4.1 10 4.8,
Chapler8 - 0.5 e G6.10, Chapler- 11.- Arlicles 11.1 lw11.7

REFERENCES

1. M. Ramamurthy: "Problems in Analytic Number Theory” Springer, 2007, Second
Edition.

2, A, ) Hildebrand; "Introduction to Analytic Number Theory”, Lecture Notes, 2013

AGN-RM Riemannian Manifolds 4 Credits

Course Objectives:
e« To introduce the idea of connection and covariant differentiation on a manifold
e Tointroduce curvature, exterior calculus and involutivity of distributions

e To intreduce Jacobi fields on Riemannian manifolds and manifolds with constant
curvature

Course Dutcomes: At the end of this course, students will be able to
s compute the covariant derivatives of vector and tensor fields
= compute curvature, verify associated identities, compute extenor derivatives and
check the involutivity of the standard distributions.
e relate the Jacobi fields with first and second variation, forms and be able to know
the canonical farms and the criteria for constancy of curvature.

Course Syllabus:
Unit 1: Tensors and forms 5 Periods

Unit 2;: Connexions — Invariant viewpoint — Cartan viewpoint = coordinate viewpoint -
difference tensor of two connexion 10 Periods

Unit 3: Riemmanian Manifolds and submanifolds — Length and distance — Riemannian
connexion and curvature — curves in Riemannian manifolds — submanifoids — canonical
spaces of constant curvature —Existence 15 Periods

Unit 4: Operators on Forms and Integration — Exterior derivative — contraction
8 Periods
Unit 5: The Existence theory-Involutive distributions and the Frobenius theoram

6 Periods
Unit 6: Topics in Riemannian geometry — Jacobi Fields and conjugate points — First and
second variation formulae - Manifolds with constant Riemannian curvature
8 Periods

52 periods
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KEY TEXT BOOK

1. Moel J Hicks Notes on Differential Geometry, Von no strand Riehold Company, Litton
Educational Publishing Inc, 1965,
Chapters: 4,5.1,52,53,54,6.1,62.63 64, 67,658, 7.1, 7.2 81, 10.1.10.2,
10.6

REFERENCES

1. John M.Les, Intreduction to Riemannian Manifolde, Springer, 2018,

AGN-DM Differentiable Manifolds 4 Credits

Course Objectives:
s Tointroduce the basic structure of a manifold and submanifald.
e Jointroduce the tangent space, vector fields, line integration and immersion.
s Tointroduce Lie groups and Lie algebras, exponential map and homogenous
spaces.

Course Qutcomes: Upon completion of this course

e The students will be able to comprehend the underlying structures of a manifold
and verify them on standard examples of manifelds and submanifolds.

o The student will be able to formulate the tangent space to a manifold from that of
other manifolds, and also how to integrate a form obtained by an induced map.

s The students will be able to understand Lie groups and their Lie algebras through
matrix examples, later adjoint representation and finally understanding a
homogenous space through Lie group actions{emphasizing on standard
examples)

Course Syllabus:

Unit 1: Differentiable Manifolds — Topological Manifolds - charts, atiases, smooth
structures - smooth maps and diffeomorphisms — cut-off functions and pariition of unity —
coverings and discrete groups - regular submanifolds — manifolds with boundary,

14 periods
Unit 2: The tangent structure — tangent space and maps — tangents of products — tangent
and cotangent bundies - vector fields and 1-forms = line integrals and conservative fields
— maving frames. 14 periods

Unit 3: Immersion and Submersion = Immersions — Immersed and weakly embedded
submanifolds — submersions, 12 periods

Unit 4: Lie Groups — Linear Lie groups - Lie group homomorphisms — Lie algebras and
exponential maps — adjoint representation — Maurer-Cartan form — Lie group actions —
homegenous spaces — combining representations. 12 periods

TOTAL 52 Periods

KEY TEXT BOOK
1. Jeffrey M. Lee Manifolds and Di umﬂ!r,'. Graduate Studies in
| Mathematics, Volume 107, 2009, Amitican MatBsmatical Society, Indian Edition
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[Chapters: 1, 2, 3 and 5]

REFERENCES
1 William. M. Boothby, An Introduction to Differentiable Manifolds, Academic Press,
1975.

2. Ralph Abraham, Jerrold. E. Marsden, Tudor Ratice, Manifolds, Tensor Analysis and
Applhcations, Addison-Wesley, 1903

3, Auslander, and Mackenzie, Introduction to Differentiable Manifolds, McGraw hill,

1963.
AGN-CRYPTO Mathematical Cryptography 4 Credits
Total Periods: 52
Course Objective:

1. To offer number theoretic preliminaries for widely used public-key cryptosystems
2. To teach public-key cryptographic primitives and their role in communication.

Course OQutcome: Lpon completion of the course, the students will be able to

1. Appreciate the role of mathematics in cryptography.

2. Understand how secure communications happen over insecure channels.

3. Appreciate how computational complexities form the basis of public-key
cryptography.

4. Understand the importance of data secrecy, data integrity, and data authentication
and the ways to achieve them,

5. Understand key-agreement, public-key encryption and digital signatures.

Course Syllabus:

Unit 1: Introduction to Cryptography 10 Periods
Simple substitution ciphers-Divisibility and GCD{without proofs) — Modular arithmelic- Pime numbers,
unque factorzation and finite fiekds-Powers and prmitive roots in finite figlds

Unit 2: Discrete Logarithms and Diffie — Hellman Key Exchange 12 Periods

The birth of public key cryptography- Discrete Logarithm Problem-Diffie-Hellman key exchange- EiGamal
public key cryplosystem-The Chinese remainder theorem

Unit 3: Integer Factorization and RSA 12 Periods
Euler's formula and roots modulo py — RSA public key cryptosysiem-implemeantations and sacurily 1Is50as-

Primality testing-Pollard’s p-1 factarization elgarthm- Quadratic residues and Quadratic reciprocity-
Probabilistic ancryplion

Unit 4: Elliptic Curves and Cryptography 14 Periods

Elliptic Curves{Theorems without proofs)- Elliptic Curves over finite fislds-Elliptic Curve Discrete
Logarithm Prablem-Elliptic Curve Cryptography and Lenstras ECFM.

Unit 5: Digital Signatures 4 Periods

Degital Signatures — An Over View and Definitons-BS5A THigils
: L
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TOTAL 52 Periods

KEY TEXT BOOK
1. Jeffrey Hoffstein, Jil Pipher and Joseph H. Silverman, An Introduction to
Mathematical Cryptography, Springer, 2010,

Chapters: 1.1-1.5 2.1-24, 2.8, 3.1-3.5(excluding 3.4.1 & 3.4.2), 3.9-3.10, 51-54 58, 7.1-
)

REFERENCES:
1.Neal Koblitz A Courss in Number Theory and Cryptography, Springer, 1984
Z.Jonathan Katz and Yahuda Lindell, Introduction to Modern Crypiography, Second Edition,
CRC Press, 2015,
3.Douglas R Stinson, Cryptography Theory and Practice, CRC Press, Third Edition, 2005,

L

STREAM:-II: Analysis and Applications (AA)

AL-SESF Sobolev Spaces and Sobelev Functions

ALDT Distribution Theory

Ab-ACA Advanced Complex Analysis

AA-FAMFDE Functional Analytic Methods for Partial Differential Equations
AA-STLO Spectral Theory of Linear Operators

Al-HA, Harmanic Analysis

AA-CA Complex Analysis

AA-TOP Topology

AA-SSSF Sobolev Spaces and Sobolev Functions 4 Credits

Course Objectives: Assuming a prerequisite of Functional Analysis and Lp-spaces an
introduction to Sobolev spaces is given, Vanous analytic properties, inequalities and
embedding thecrems on Sobolev functions are proved.

Course Outcomes:

1. Student can define and provide examples of Scbolev spaces.

£. atudent can discuss the behaviour of the (generalized) derivative of Sobolev
functions.

3. Student can provide an intuitive view of the indices associated with the Sobaoley
spaces and discuss the embedding theorems.

4. Student can prove several inequalities on the Sobolev functions, including the
impartant Poincare inequality.

Course Syllabus:
Unit 1: Sobolev Spaces and their Basic Properties 20 periods
Unit 2: Point-wiseBehaviourofScbolev Functions

Unit 3: Foincare Inequalities-A Unified Approach.
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Total 52 periods

KEY TEXT BOOK

1 William. P. Ziemer, Weakly Differentiable Functions, Springer-Verlag, 1989, New
York, [Chapters.2 to 4].

REFERENCES
1 R.A Adams, Sobolev Spaces, Academic Press, 1875,
2. C.W.Clark, Introduction To SobolevSpaces, University Columbia Pub, 1868.

AA-DT Distribution Theory 4 Credits

Course Objectives: Assuming a prereguisite of Functional Analysis this course discuss
a generalized view of functions and the associated differential calculus. These generalized
functions, also called as distributions, provide a natural framework for solutions of partial

differential equations. The course also discusses in detail the Fourier Transform of these
generalized functions

Course Dutcomes:

1. Student can provide a comprehensive view point lo the concept of distribution ar
generalized function.

2. Student can perform algebraic operations and differential calculus on distributions.

3. Student can determine the Fourier transform of the distributions and solve linear
differential equations using Fourier transform,

4. Student can associate the distributions with the classical functions such as
continuous and differentiable functions through the Structure theorems.

Course Syllabus:

Unit 1: What are Distributions? 8 periods
Unit 2: The Calculus of Distributions 8 periods
Unit 3: Fourier Transforms 10 periods
Unit 4: Founer Transforms of Tempered Distributions 8 periods
Unit 5: Solving Partial Differential Equations 8 periods
Unit 6: The Structure of Distributions 10 periods
Total 52 periods
KEY TEXT BOOK

1. Robert 5. Strichartz, A Guide to Distribution Theory and Fourier Transforms, Edition
2, illustrated, reprint Publisher World Scientific, 2003, Chapters: 110 6,

REFERENCES
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1, Robert Strichartz, A Guide to Distribution Theory and Fournier Transforms, World
Sclentific Publishing Company, 2003

L

AA-ACA Advanced Complex Analysis 4 Credits

Course Objectives: This is an advanced level course in Complex Analysis of one
variable, The course dwells deeper into the analytic properties of holomorphic and
harmenic functions. The course intends to focus on topics that were dealt in an elementary
cormplex analysis course from a more deeper point of view.

Course Outcomes:
1. Student will be able to discuss the properties of holomorphic and harmonic
functions.
Z. Student can prove the Maximum Modulus Principle and its corollaries,
3. Student will be more acquainted with rational functions on single complex
variables and its zeroes and poles.
4. Student can appreciate the role of analytic continuation.

Course Syllabus:

Unit 1: Elementary Properties of Holomorphic Functions 7 periods
Unit 2: Harmonic Functions T periods
Unit 3: The Maximum Modulus Principle 7 periods
Unit 4: Approximation by Rational Functions 7 periods
Unit &: Conformal Mapping B periods
Unit 6: Zeros of Holomorphic Functions 8 periods
Unit 7: Analytic Continuation 8 periods
Total 52 periods

KEY TEXT BOOK

1. Walter Rudin, Real and Complex Analysis, McGraw-Hill International Editions, Ed. 3,
revised, 1887 .Chapters: 10 to 16.

REFERENCES

1. Francis J.Flanigan, Complex Variables: Harmonic and Analytic Functions,
Dover publicafions, 1983
<. James Ward Brown and Ruel V. Churchill, Complex Varisbles and

ﬂT Applications, 2021.
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AA-FAMPDE Functional Analytic Methods for Partial Differential Eqguations 4
Credits

Course Objectives: Assuming the course Functional Analysis as a prereguisite this
course covers essential tools for the theory of partial differential equations pursued from &
functional analytic viewpoint. The course covers the theory of generalized functions, also
called as distributions, and the operations and Fourier transform on these are also
discussed. Sobolev spaces are introduced from Fourier transform and several pointwise
properiies of these functions ame proved. The notion of weak derivative is also infroduced
in the context of solving partial differential equations using the Galarkin method.

Course Qutcomes:

1. Student becomes familiar with the notion of weak derivative and the differantial
calculus associated with the generalized functions . called distributions.

2. Student can compute the Fourier transform of tempeared distribution and also can
discuss the properties of Founer transform.

3. Student can comprehend the use of Sobolev spaces in the theory of partial
differential equations and workout some embedding theorems.

4. Student becomes familiar with the approximation method to solve partial

differential equations using functional analytic approach called the Galerkin
method

Course Syllabus:

Unit 1: Distribution Theory

Test functions, Operations on distrbutions, Supports and singular supports of
distributions, convolutions, fundamental sclutions, The Fourier transform, Schwarlz space,
The Fourier Inversion formula, Tempered Distributions. 20 periods

Unit 2: Sobolev Spaces

Definltions and basic properties, Approximation by smooth functions, Extension thecram,
Imbedding theorems, Compaciness theorem, Dual spaces, Fractional order spaces, Trace
spaces, Trace theory, 20 periods

Unit 3: Weak Solutions of Elliptic Boundary Value Problems
Abstract Variational problems, Regularity of weak solutions, Galerkin method, Maximum
principles, Eigen values problems, Introductions to the Finite Elemeant Methods.

12 periods

Total 52 periods

KEY TEXT BOOK

1. 5. Kesavan, Topics in Functional Analysis and Applications, Wiley Eastern Limited,
1989, [Chapters: 1, 2, 3].
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REFERENCES

T J, lan Richards, HeekyungYoun, Theory of Distributions- a non-technical
intreduction, Cambridge Univarsity Press, 1930

2. J. T. Marti, Introduction to Sobolev Space and Finite Element Solution of Elliptic
Boundary Value Problems In Computational Mathematics and Applications,
Academic Press Inc. 1886,

&odr

AA-STLO Spectral Theory of Linear Operators 4 Credits

Course Objectives: In this advanced level course in Functional Analysis, a study of linear
operators and their eigenvalue problem in the context of infinite dimension, s given. As it
turns out in the infinite dimensional context the eigenvalue set (called the spectrum)
becomes richer. The special case of the spectrum of a bounded, seif-adjoint operator is

discussed in detail. The course also aims at addressing certain unbounded operators of
Quantum mechanics.

Course Outcomes: Student will be able to

1. define and classify the spectrum of certain bounded linear operators defined on a
Banach space.

2. understand how the compact operators are the next best operators to that of finite
dimensional aperators.

3. get a comprehensive view of the spectral theory of bounded self-adjoint
oparators

4. understand certain unbounded operators that appear in Quantum mechanics.

Course Syllabus:

Unit 1:

Spectral Theory of Linear Operators in Normal Spaces. 16 periods
Unit 2:

Compact Linear Operators In Normed Spaces and Their Spectrum. 12 periods
Unit 3:

Spectral Theory Of Bounded Salf-Adjoint Linear Operators, 12 periods
Unit 4:

Linbounded Operators in Hilbert Spaces. 12 periods

Total 52 periods
KEY TEXT BOOK

1. Erwin Kreyszig, Introductory Funetional Analysis with Applications, John Wiley,

New York 1978, (Chapters: 7 to 10)

REFERENCES
Walter Rudin Functional Analysis, McGraw Hill Pub, 1891

=¥
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2. E. Kreyszig, Introduction to Functional Analysis and Applications, John Wiley
&5Sons, 1978

L

AA-HA Harmonic Analysis 4 Crodits

Course Objectives: The Fourier Transform is discussed on compact lie groups. Several
consequences of the abstraction of the Fourier transform are discussed. One of the main
thrusts of the course is 0 relate o topic discussed in functional analysis,

Course Outcome:
1. Student will be able to comprehend the abstraction of Fourier transform to
compact lie group, especially to a torus.
2. Student can prove theorem associated with the properties of Fourier series and its
Convergence.

3. Student can perform an interpolation of bounded linear operators defined on
Banach spaces.

Course Syllabus:

Unit 1: Founer Series on T 14 Periods
Unit 2: The Convergence of Fourier Senes 12 Periods
Unit 3: The Conjugate Function 14 Periods
Unit 4: Interpolation of Linear Operators 12 Periods
Total 52 periods
KEY TEXT BOOK

1. Yitzhak Katzelson, An Intreduction toc Harmonic Analysis, 3rd edition, Cambridge
Univearsity Press, 2004, Chapters: 1 to 4.

REFERENCES

1. Henry Helson, Harmonic Analysis, 1883, Addison Weslay Longman Publishing
Co., 1983,

W
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AA-CA Complex Analysis 4 Credits

Course objectives:

It intreduces students to complox variobles and functions complex variables. It famillarize
students to limit, continuity, differentiability and analyticlty of functions of a complex
variable. It introduces students to integration of function of 2 complex variable and
Cauchy Theorem. Concept of convergence is introduced. It introduces students to
singularities and residues and their applications. Fractional finear transformations
conformal mappings are introduced,

Course outcomes:

(i} Understanding properties of Complex Numbers and funchions of a complex variable.

{iiy Understanding the concept of limit, continuity, differentiability and analyticity of funclions of
compiex variable.

{iil} Understanding of some elementary functions of a complex variable

{ilijUnderstanding the concept of Integration of functions of complex variable along a contour and
Cauchy- Goursat Theoram.

{iviUnderstanding the convergence of seguences and series of complex numbers. Taylor and
Laurent series expansion of functions.

{v) Understanding the concept of singularities and residue at a singular point and applications of
residues in avaluation of cenain type of Improper Integrals.

{vilUnderstanding Linear Fractional Transformations and Conformal Mappings.

Course Syllabus:
Unit 1: Complex Numbars 2 periods

Over View of Algebra of Complex Numbers

Unit 2: Analytic Functions T periods
Complex Function

Limits — Continuity - Differantiability
Analyticity - Harmoenic Funchons

Unit 3: Elementary Functlions 8 periods
Definition and Properties of Exponential, Trigenometric, Hyperbolic, Logarithmic, Inverse
Trgonometric and Inversa Hyperbolic Functions and Complex Exponents

Unit 4: Integration 13 periods
Integral Of Complex Valued Functions

Contour Integration - Anti-Derlvative
Cauchy-Goursat Theorem

Cauchy Integral Formula

Derivative OFf Analytic Function And Related Results

nit5: Series 8 periods
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Convargence of Saquenca and Serias
Taylor Series - Laurent Series

Integration And Differentiation Of Power Serias
Uniguenass Of Saries

Unit 8: Singularities and Resldues T perlods
Residue and Residue Theorems

Types of Isclated Singularities
Residue at Singularities
Evaluation OFf Improper Integrals anly of Rational Functions And Functions Involving Sine and Cosine.

Unit 7: Transformations 4 periods
Elementary Transformations

Lingar Fractional transformations

Mapping of regions

Unit B: Conformal Mappings 3 periods
Freservation of Angles and other Properties

Total &2 pericds

KET TEXT BOOK.:

Complex Variables and Applications,

JW Brown and B.Churchill, McGraw Hil Pub & Edition (1966
Coverage of key text

Ch.1 To 3, Ch.4 (Except Section 37), Ch.5 (Except Sections 48 and 52), Ch.6, Ch.7 (Sections 60
to 62), Ch.8 (Except Sections 75 To 78), Ch.B (Sections 79 And 80)

REFERENCES:

1. Basic Complex Analysis , Jerrold E Marsden, Michael J. Hoffman, 3® Edition, W.
H Freeman FPublications, 1887

B5
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AA-TOP TOPOLOGY 4 Credits

Course Objectives: It introduces students to Metric and Topological spaces and subspaces i
farmihanzes studants to the concepl of convergenue,

Course Outcomes:

(i} Understanding Metric Spaces and convergence of sequences, completeness and continuous
functions in Metric Spaces.

(i) Understanding of Topological spaces and concept of Base and open Subbase.

(iii} Understanding the concept of product of finite and arbitrary Topolegical Spaces.
{iv)Understanding the concept of compactness, Separation and connectedness In Metric and
Topological Spaces,

Unit 1: Metric Spaces 14 periods

Definitions and examplss

Open Sets

Closed Sets

Convergence of a Sequence, Completeness, Baire’'s Theoram

Continuous Mapping

Spaces Of Coentinuous Functions

Euclidean And Unitary Spaces

Unit 2: Topological Spaces 8 periods
Definttions and exampies

Elementary concepts

QOpen Base and Subbase

Waak Topology

Unit 3: Compactness 14 pericds
Products of Spaces

Tyehonoff Theorsm & Locally Compact spaces

Campactness for Metric Spaces

Unit 4: Separation T periods
T-Spaces and Hausdorff spaces

Completely Regular Space and Normal Space
Urysohn's Lemma
Tietze Extension Theorem

Unit &§: Connectedness 8 periods
Definitions and Examples

Connected Spaces

Companents of a Space

Totally Disconnected Spaces

Lecally Cennected Spaces

Total 52 periods
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KET TEXT BOOK:
An Introduction to Topology and Modem Analysis.

G. F. Simmons, McGraw Hill Internaticnal, 2003
Coverage of key text

Chapters 2, 3 (except section 20), 4, 5 (except sections 24, 3U), 6
REFERENCES:

1. Topology, James Munkers, 27 Edition, Pearson Publications. 2014,

LL L

STREAM-II: Differential Equations and Dynamical Systems

DEDS-DS Dynamical Systems

DEDS-ANLDS Advanced Non-Linear Dynamical Systems

DEDS-TS Time scale

DEDS-IE Integral Equations

DEDS-CT Control Theory

DEDS-NSPDE Numerical Solutions of Partial Differential Equations
DEDS-SDE Stochastic Differential Equations

DEDS-DS Dynamical Systems 4 Credits

Frerequisites are Theory of ODE and Linear Algebra.
Course Objectives: The objectives of this course are to:

s Linderstand the concept of a Dynamical System from the system of Ordinary
Differential Equations and their applications

e Apply technigues from Linear algebra to obtain the solution of Linear Dynarmical
Systems and visualize the solution along with their stability

s Use the Existence and Uniqueness theorem for Non-Linear systems of ODEs to
study the Local theory of ODEs and their stability.

e Transform the Mon-Linear system into local Linear System using the Differential anad
studying their properties using the Hartman-Grobman and Stable Manifold theorems

e Give idea about Central and Normal form theory for Non-Linear Dynamical Systems

Course Qutcomes: After going through this course a student should be able to:

Solve Linear Systems upto 4X4 systems

Translate Non-Linear system to local Linear Systems and study the stability.

Draw phase portraits for 242 Linear systems and 2 dimensional Non-Linear Systems,
Use Picard's Iteration to prove Existence and Unigueness of =olution for Non-Linear
system

Course Syllabus:

Unit,1: Linear Systems = Part-| 14 periods
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Uncoupled Linear Systems, Diagonalization, Exponentials of Operators, The Fundamental
Theorem for Linear Systems.

UNIT-2: Linear Systems — Part - |l 14 periods
Linear Systems in R? Complex Eigenvalues, Mulliple Eigenvalues, Jordan Forms, Stability
I heary, Nonhomogeneous Linear Systems.

UNIT-3: Nonlinear Dynamical Systems 24 periods

Some preliminary concepis and Definitions, The Fundamental Existence-Uniqueness
Theorem, Dependence on Initial Conditions and Parameters, Maximal interval of
existence, Flow defined by differential equations, Linearization, The stable Manifold
Theorem, The Hartman-Grobman Theorem, Stability and Livapunov Functions, Saddles,
Modes, Foci and Centers, Nonhyperbolic Critical points in R?, Center Manifold Theory,
MNormal Form Theory, Gradient and Hamiltonian theory.

Total 52 periods

KEY TEXT BOOK
1. Lawrence Perko,Differential Equations and Dynamical Systems, Springer, 3¢
Edition, 2001. (Chapters: 1 and 2)

REFERENCES

1 R. Clark Robinson,An Introduction to Dynamical Systems.2Edition, American
Mathematical Society, 2012,
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DEDS-ANLDS Advanced Non-Linear Dynamical Systems
(4 Credits)

Pre-Requisite: First level course in Dynamical Systams, Differantial Equations and
Linear Algebra

Course Objectives: This cuuise is an exlension of Dynamical Syslems. The objeclives
of this course are to:

Understand Global theory of Non-Linear Dynamical Systems

Get intreduction to Global Phase portraits

Study about Perodic orbits, Limit cycles and Attractors

Study Poincare’ Bendixson Theory and Index Theory

Introduce Bifurcation theory in 2-dimensional case

Study Bifurcations at Non-Hyperbolic points and Global Bifurcations.

Course Outcomes: After going through this course a student should be able to:
= Arrive at the global dynamics of a Mon-linear 2-dimensional system
= |dentify all possible bifurcations taking place and guess the phase portrait.

Course Syllabus:

UNIT 1: GLOBAL THEORY OF NON-LINEAR SYSTEMS (22 Periods)
Dynamical Systems and Global Existence Theorams,; Limit Sets and Attractors, Perlodic

Orbits, Limit Cycles and Separatrix Cycles; The Poincare” Map; The Stable Manifold
Theorem for Periodic Orbits, Hamlitonian Systems for Two Degrees of Freedom; The
Poincare’-Bendixson Theory in #%; Lienard Systems; Bendixson's Criteria; The Poincare
Sphere and Behavior atinfinity, Global Phase Portraits and Seoaratrix Configurations;
Index Theory

UNIT 2: BIFURCATION THEORY OF NON-LINEAR SYSTEMS (30 Periods)

Structural Stability and Peixoto's Theorem; Bifurcations at Non-Hyperbolic Egquilibrium
Points: Higher Codimension Bifurcations at Non-Hyperbolic Equilibrium Points; Hopf
Bifurcations and Bifurcafions of Limit Cycles from Multiple Focus; Bifurcations at Non-
Hyperbolic Periodic Orbits; One-Parameter Families of Periedic Orbits; Homoclinic
Bifurcations; Melnikov's Method; Global Bifurcations of Systems in B?; Second and Higher
Order Melnikov's Theory; Francoise's Algorithm for Higher Order Melikov's Functions; The
Takens-Bogdanov Bifurcation; Coppel's Problem for Bounded Quadratic Systems; Finite
Codimension Bifurcations In the Class of Bounded Quadratic Systems.

TOTAL: (52 Periods)

KEY TEXT BOOK:
Lawrence Perko, Differential Equations and Dynamical Systems, Springer, 3" Edition,
2001, Chapters 3 and 4,

REFERENCES
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R. Clark Robinson, An Introduction to Dynamical Systems, 2™ Edition, American
Mathematical Society, 2012,

DEDS-TS Time Scale 4 Credits

Course Objectives: The objectives of the course are to know what Time Scales are, to
study basic analysis on Time scales, and solve dynamic equations of various types
inciuding Self Adjoint equations and Riccatl equations on time scales

Course Outcomes: After going through the course, a student should be able to perform

calculus-based study on Time Scales and Solve Dynamic Equations based on Green's
function.

Course Syllabus:

Unit 1:

Time scale calculus - First order linear equations on time scale 12 periods
Unit 2:

Hilgers complex plane — Initial value problems 6 periods
Unit 3:

Second order linear equations on time scale — hyperbolic and trigonometric
functions — Euler ~-Cauchy equations- Laplace transfarms 6 periods
Unit 4:

Self-Adjoint equations 8 periods
Unit 5:

Riccatl equation 5 periods
Unit &:

Boundary value problems and Green's function-Eigenvalue problems 17 periods
Total 52 periods
KEY TEXT BOOK

1. Martin Bohner and Allan Peterson, Dynamic Equations on Time Scales an
introduction with applications, BIRKHAUSER BOSTON. BASEL.BERLIN, 2001,
[Chapters: 1 to 4].

CR

REFERENCES

1. Marin Bohner, Gusein Guseainov, and Allan Peterson ntroduction to the Time
Scales Calculus, Springer, 2003,
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DEDS-IE Integral Equations 4 Credits
Course Objectives: The objectives of this course are:

&= |ntroducing Integral Equations along with their relevance to the corresponding
difterential equations.

* L=arning how to model phenomena using Integral Cquations

& Classifying Integral Equations based on Volterra and Fredholm and study standard
methods of solving each of these.

e Knowing the theory behind the Integral Operator and proving the existencs of solutions
using Banach Fixed Point theorem.

Course Qutcomes: After going through this course, a student will be able to;

» Convert an Initial Value problem to a Volterra Integral Equation and Boundary Value
Problem to a Fredholm Integral Equation
& Solve Fredholm equations using Green's Function methods

= Solve Volterra Equations based on various Kernels or by Successive Approximation
method,

Course Syllabus:

Unit 1:

Integral Equations, Their Origin and Classification 6 periods
Unit 2:

Modeling of Problems as Integral Equations 4 periods
Unit 3:

Violterra Integral Equations 11 periods
Unit 4:

The Green's Function 8 periods
Unit 5:

Fredhalm's Integral Equations-Existence Of Solutions 17 periods
Unit 6:

Basic Fixed Point Theorems. 6 periods
Total 52 periods
KEY TEXT BOOK

1. Abdul. J. Jerr, Infreduction to Integral Equations with Applications, Marcel Dekkes
Inc, New York, 1985, [Chapters: 1 to 6]

REFERENCES
1. L. G. Chambers, Integral Equations-A Short Course, International Text Book, 1978.
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DEDS-CT Control Theory 4 Credits

Course Objectives: The objectives of this course are to introduce theory of Optimal
control as a dynamic extension of the Calculus of variations and to be able 1o give the
perspectives of necassary conditions of Optimal control from the point of view of
Maximum Principle and Hamilton- Jacobi Bellman Equation,

Course Qutcomes: After going through this course, a student will be able to;

s  Apply the theornies of Control and Calculus of Variations based on the context of the
modelled optimization problem.

* Use the approach either of Maximum Principle or HJB equation depending on the
Optimization problam

s Obtain the various control strategies for a given optimization problem.

Course Syllabus:

Unit 1: Introduction 7 Periods
Iintroduction to Optimal Control

Unit 2: Calculus of Variation 10 Periods
Examples — Weak and Strong Extrema—First order necessary conditions for weak

Extrema — Hamiltonian formalism and mechanics — Variational problems with constraints
— Second order conditions.

Unit 3: Calculus of Variation to Optimal Control 10 Periods
Necessary conditions for strong Extrema — Calculus of variation VS optimal control —

Optimal control problems fermulations and assumptions — variational approach to the
fixed time, free end point problem.

Unit 4: Maximum Principle 14 Periods

Statemant — Proof of Maximum Princlple—Discussion — Time optimal control problem —
Exiztence of optimal controls

Unit 6: Hamilton Jacobi Beliman equation 11 Periods
Dynamic Programming and HJB eguation — HJB equation VS the Maximum Principle,
Total 52 periods

KEY TEXT BOOK

1. Daniel Liberzon, Calculus of Variation and Optimal Control Theory: A concise
Intreduction, Princeton University Press, Princeton and Oxford
Copyright 2012 by Princeton University Press, ISBN: 878-0-891-15187-8
e-Book: ISBN: 9780881151878, available. Chapters: 110 5,

REFERENCES
1. Lamberto and Cesari, Optimization Theory and Applications: Problems with ODE,
Springer-Verlag, 1983, ISBN: 578-1-4613-8167-8 (Print) 978-1-4613-8185-5 (Online).
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DEDS-NSPDE MNumerical Solutions of Partial Differential Equations
4 Credits

Course Objectives: In this coures, the students will be introduced to the mathematical
formulation of Finite Difference schemes for various Types of Partial Differential
Equations. Students will also be exposed to brror Analysis.

Course Outcomes: Upon the completion of the course, the student will be
s Able to derive a Finite Difference Equation for a PDE
s Apnalyze the types of Emor invelved in the Approximate solution derived out of the
Finite Difference Eguation,
= Able to gain familiarity with number of finite difference schemes for all the three
types of Equations,

Course Syllabus:
Unit 0: Introduction to Finite Difference Formulas 3 periods

Unit 1: Parabolic Equation

Explicit method — Imphcit method — Crank Nicolson — Solution by Gaussian Elimination —
lterative point methods for solving the finite diference equations of implicit methods ©
Jacobi and Gauss Seidel methods — Derivative Boundary conditions = Two dimensional
parabolic equations Alternating —direction implicit method. 15 periods

Unit 2: Convergence, Stability, Systematic lterative Methods
Descriptive treatment of Convergence and stability - Analytic treatment of Converganca
and stability- Matrix method- Fourier method - General treatment of systematic iterative
methods for linear eguations - consistent ordenng.

10 Periods
Unit 3: Hyperbolic Equations
Method of characteristics — propagation of discontinuities — regular nets and finite
difference methods. 9 periods

Unit 4: Elliptic Equations

The Torsion problem - Derivative boundary conditions in 8 heat conduction problem —
Finite difference in polar coordinate — Formulae for derivative near a curved boundary
when using a square mesh — Improvemeant of the accuracy of the solutions — systematic
iterative method — Retaxation method 15 periods

Total 52 periods

KEY TEXT BOOK
1; . D. Smith, Numerical Solution of Partial Differential Equations, Oxford
Publications, Chapters: 1, 2, 3, 4, 5 (Ch 5 till pg 276 of text book}.19835.

REFERENCES
1- Leon Lapidus and George F Pinder, Numerical Solution of Partial Differantial
Equations in science and engineering, John Willey and Sons., 18962,
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DEDS-SDE Stochastic Differential Equations 4 Credits

Course Objectives: The objectives of this course are:

Extension of deterministic understanding of differential equations to the etochastic

version by introducing noise and understanding the stochastic formulation of integral
Course Outcomes:

1. Understanding the stochastic version of integral, called the to integral.

2, Proving two main results arised out of the stochastic farmulation{The Ita Formula
and the Martingale Representation Theoram)

3, Solving a system of Stochastic Differential Equations.

Course Syllabus:

Unit 1: Introduction 5 periods

1.15tochastic Analogs of Classical Differential Equations
1.2 Filtering Problems

1.3 Stochastic Approach to Deterministic Boundary Value Problems
1.4 DOptimal Stopping

1.5 Stochastic Control

1.6 Mathematical Finance

UNIT 2: Some Mathematical Preliminaries 8 Periods

2_1 Probability Spaces, Random Variables and Stochastic Processes
2.2 An Important Example: Brownian Mation.

UNIT 3: Ito Integrals 13 Periods

3.1 Construction of the lio Integral
3.2 Some properties of the Ito integral
2.3 Extensions of the Ito integral

UNIT 4: The Ito Formula and the Martingale Representation Theoram

4.1 The 1-dimensional Ito formula 13 Periods
4 2 The Multi-dimensional Ito Formula

4.3 The Martingale Repraesentation Theoram
UNIT 5: Stochastic Differential Equations 13 Periods

5.1 Examples and Some Solution Methods
2.2 An Existence and Uniqueness Result
5.3 Weak and Strong Solutions

Total 52 Periods

4




Key Textbook:

1. Oksendal, Bernt. Stochastic differential equations: an introduction with
applications. Springer Science & Business Media, 2013.(Chapters 1,23 4 5)

Relerences:

1. Protter, Philip E. "Stochastc differential equations.” Stochasfic infegration amnd
differential equations. Springer, Berlin, Heidelberg, 2005,

2. Mao, Xuerong. Stochasiic diferential equations and applications. Elsevier, 2007,

Bram The semdermi senr 20111 anuards
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STREAM-IV: Applied Mathematics (AM)

AM-CV
AM FEM
AM-WA
AM-ME
AM-MMIP
AM-NMIP
AM-IT
AM-TAM
AM-CS
AM-CO
AM-GT

=

Calculus of Variations

Finite Elcment Mothoda

YWavelat Analysis

Mathematical Ecology

Mathematical Methods in Image Processing
MNumerical Methods in Image Processing
Integral Transforms

Technigues in Applied Mathematics
Computational Statistics

Convex Optimization

Game Theory
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AM-CV Calculus of Variations 4 Credits

Course Objectives: In this course, the students will be introduced to some variational
problems. The studants will be exposed to and will gain familiarity with certain classical
variational problems.

Course Outcomes: Upon the completion of the course, the student will be able Lo
+ derive necessary conditicns for an extremum value of a functional

# comprehend and use Fixed Point Theorem for n unknowns.

* use subsidiary conditions to variational problems

s use Principle of Least Action, Consarvation Laws.

Course Syllabus:

Unit 1:

ELEMENTS OF THE THEORY : Functionals, Some Simple Variational Problems,
Function Spaces, The Variation of a Functional, A Necessary Condition for an
Extremum, The Simplest Variational Problem, Euler's Eguation, The Case of
Several Variables, A Simple Variable End Point Problem, The Varnational
Derivative, Invariance of Euler's Eguation.

15 Periods

Unit 2:

FURTHER GENERALIZATIONS: The Fixed End Point Problem for n Unknown
Functions, Variational Problems in Parametric Form, Functionals Depending on
Higher-Order Derivatives, Varational Problems with Subsidiary Conditions.

10 periods

Unit 3:

THE GENERAL VARIATION OF A FUNCTIONAL : Derivation of the Basic
Formula, End Paints Lying on Two Given Curves or Surfaces, Broken Extremals,
The Weierstrass-Erdmann Conditions. 12 periods

Unit 4:

THE CANONICAL FORM OF THE EULER EQUATIONS AND RELATED TOPICS:
The Canonical Form of the Euler Equations, First Integrals of the Euler Equations,
The Legendre Transformation, Canonical Transformations, Moether's Theorem, The
Principle of Least Action, Conservation Laws, The Hamilton-Jacobi Equation,

Jacobi's Theorem. 15 periods

Total 52 periods
KEY TEXT BOOK

1 |. M. Gelfand and 5. V. Fomin, Calkculus of Variations, Prentice-Hall, Inc.,

Englewood Cliffs, N. J., (1963}, Chapters: 1 fo 4{Ch 4: Sec 16-19 only).
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REFERENCES
1. Roberl Weinstock, Calculus of Variations, Dover Publications, 1974
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AM-FEM Finite Element Methods 4 Credits

Course Objectives: In this course, the students will be introduced to the mathematical
formulation Finite Element Methods., Students will be aiso exposed 1o solving Linear
System of Equations.

Course Outcomes: Upon the completion of the course, the student will be adapt in
« Formulation of FEM for an Elliptic Eguation.

e Choice of Basis functions for a given problem.
e Direct and lterative solution methods.

Course Syllabus:

Unit 1: Introduction to FEM for elliptic problems- Abstract formulation of the FEM for

elliptic problam, 8 Periods

Unit 2: Some Finite element spaces - Approximation theory for FEM = Applications to
elliptic problem. 10 Periods

Unit 3: Direct methods for solving Linear Systems of equations - Minimization
Algorithms — ierative methods 10 Periods

Unit 4: FEM for Parabolic problems. 12 Periods

Unit 5: FEM for Hyperbolic problems. 12 Periods

Total 52 Periods

KEY TEXT BOOK

1. Claes Johnson, Numerical Solution of Partial Differential Equations using Finite
Element Method, Cambridge University Press, 1988, ISBN: 9780521347587
[Chapters: 1107, Ch 8: (excluding 8.4.4), Ch 9: 9.1 to .41

REFERENCES

1, Numerical Solution of Partial Differential Equations: Finite Difference Methods
(Oxford Applied Mathematics and Computing Science Series), Third Edition,
Clarendon Press, 1985.
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AM-WA  Wavelet Analysis 4 Credits

Course Objectives: Assuming a prerequisite of the course Functional Analysis, the
course discusses the concept of wavelel basis for representation of a square integrable
function. The course relies on Fourier transform technigues to derve the relevant

functions. The concepts of Multiresolution Analysis (MRA) and Wavelat Transform are also
discussed in detall.

Course Qutcomes: Upon completion of the course
1. Siudent can understand the scaling and wavelet functions and leam to use them
in function approximation.
2, Student can comprehend the idea of Multiresolution Analysis (MRA) in theoretical
as well as applied context.

3. Student will be able to view the theoretical aspect and problem solving techniques
in the modern technologies.

Course Syllabus:

Unit 1:

Wavelet Expansions : Orthogonal Series — Haar and Shannon System — Orthogonal
Wavelet Theory — MRA - Mother Wavelets ~ Mallets decompositions and reconstruction
algerithm - Convergence and Summability of Fourier Series - Gibbs Phenomenon —
Wavelets and Tempered Distributions — Point wise Convergence of Wavelet expansion —
Shannon sampling theorem in wavelet subspaces. 30 periods

Unit 2:

Wavetet Transforms: Continuous Wavelet Transform and basic properties - Digcrete
VWavelat Transform — Orthonormal Wavelets. 22 periods
Total 52 periods
KEY TEXT BOOKS

1. Gilbert . Walter, Wavelets and Other Orthogonal Systems, 2nd ed., Xiaoping Studies
in Advanced Mathematics, 2000 [Chapters: 1, 3,4, 5, 8, §]

2. Lokenath Debnath, Birkhauser, Wavelet Transforms and their Applications, Boston
2002, [Chapters: 8].

-
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AM-ME  Mathematical Ecology 4 Credits
Course Objectives: The objectives of this course are;

# To Introduce Mathematical Modelling of population dynamics under various conditions.
e To analyse mathematical models using the theory of Linear and Non-Linear Dynamical
Systems.

Course Quicomes: After going through this course a student will be able to;

e Apply theory of Non-Linear Dynamical Systems and theory of Bifurcations to analyse
the dynamics of the model and determine the futuristic population of spacies in an
ecosystem,

= Comprehensively understand Predator-Prey models, their analysis and dynamics for a
2-dimensional system.

Course Syllabus:

Unit1: Single-species models 20 pericds

b 5 Exponential, Logistic and Gompertz Growth

2. Harvest Models: Bifurcation and Break Points

Unit 2: Interacting populations 32 periods

1. A Classical Prey-Pradator mode|

2 To cycle or not to cycle

3. Global Bifurcations In Prey-Predator Models

4. Competition Models

5. Mutualism Models

Total 52 periods
KEY TEXT BOOK

1. Mark Kot, Elements of Mathematical Ecolegy, Cambridge University Press, 2001
[Chapters: | A: Sec 1,2,1.B: 7, 8,9, 12, 13]

REFERRENCES
1 J. D. Murray, Mathematical Biclogy: An Introduction, 3™edition, Springer, 2001,
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AM-MMIP Mathematical Methods in Image Processing
4 Credits

Course Objectives:

The course familianzes the students with the advanced mathematical tools necessary for
the area called Image Processing. A special emphasis is given to the mathematical areas
of functional analysis, partial differential equations and calculus of vanations approach.
Image Restoration is discussed as case study of the mathematical methods.

Course Outcomes: Upon completion of the course the student will

= Be given a deeper knowledge of Functional Analytic methods in image Processing,

= Be able to make a variational formulation (wherever possible) of a task in image
processing.

e Learn some of the modern algorithms for image restoration.

Prepare for research skill associated with the domain of Image Processing.

= Know how to make a basic implementation for solving the PDEs that emerge from the
formulation.

Course Syllabus:

Unit 1: Introduction
What is a Digital Image? Partial Differential Equations and Image Processing

3 Periods
Unit 2: Mathematical Preliminaries
Direct methods in the Calculus of Variations 5 Periods
Space of Bounded Varation functions 5 Periods
Viscosity solutions in PDEs 5 Periods
Curvature 4 Periods
Other classical results 4 Periods
Units 3: Image restoration
Image Degradation 5 Periods
The Energy Method 5 Periods
Regularization problem 5 Periods
PDE-Based methods: Nonlinear Diffusion, Smoothing-Enhancing FDEs 6 Periods
Scale space theory 5 Periods

Total 52 Perlods

KEY TEXT BOOK

1. Gilles Aubert, Pierre Komprobst, Mathematical Problems in Image Processing,
Springer, 1 edition (November 8, 2001), [Chapters: 1, 2, 3].
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AM-NMIP Numerical Methods in Image Processing

4 Credits
Course Objectives:
The course familiarizes the students with the advanced mathematical tools necessary for
the area called Image Processing A special emphasis is given to the mathamatical areas
of differential geometry and partial differential equations. Some of the recent advances in
Image Processing such as Level Set Methods are discussed in detail.

Course Qutcomes: Upon completion of the course the student will

s EBe given a deeper knowledge of Geometric methods in Image Processing

+ Be able to make a geometric formulation (wherever possible) of a task in image
processing

e Learn some of the modem algorthms of image processing such as Level Set
Methods.

« Prepare for research skill associated with the domain of Image Processing

Course Syllabus:

Unit 1: Short introduction to caleulus of vanations, Short intraduction to differential

geometry 15 Periods
Unit 2: Curve evolution theory and invariant signatures 5 Periods
Unit 3: The Osher-Sethian level-set method 10 Periods
Unit 4: The level-set method: numerical considerations T Periods
Unit 5: Mathematical morpholegy, Distance maps and skeletons 15 Periods
Total 52 Periods
KEY TEXT BOOK

1. Ron Kimmel, M. Bronstein, A. Bronstain, Numerical Geometry of Images, Springer,
2003, [Chapters: 1 fo 8],
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AM-IT Integral Transforms 4 Credits

Course Objectives: Transform techniques to solve some of the fundamental problems is
well known in the scientific lterature. This course deals with four important transforms,
namely Fourler, Hankel, Mellin and Hiloert Transforms.

Course Outcomes: Upcn completion of the course

1. Student can solve problems of algebraic, differential and integral equations using the
transform techniques.

2. Student can comprehend the versatility of the Fourier Transform.

3. Student can appreciate the power of complex analytic techniques in applying
transforms.

Course Syllabus:

Unit 1: Fourier Transforms and their Applications 10 Periods
Unit 2: Hankel Transforms and their Applications 14 Periods
Unit 3: Mellin Transforms and their Applications 14 Periods
Unit 4: Hilbert and StieltjesTranfroms 14 Periods
Total 52 Periods
KEY TEXT BOOK

1. Loknath Debnath, Dambaru Bhatta, Integral Transforms and their Applications,
2"edition, Chapman and HallCRC, 2006, Chapters: 2, 7, 8, 9.

REFERENCES
1. B. Davies, Integral Transforms and their Applications, Springer, 2002
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AM-TAM Technigues in Applied Mathematics 4 Credits

COURSE OBJECTIVES

The coursea (8 aimed to lay a broad foundation for an understanding of the problems of
the calculus of vanations and its many methods and technigues and to prepare students

for the study of modern optimal control theory. To make the students familiar with the
methods of solving Integral Equations.

COURSE OUTCOMES

On successful completion of the course, students will be able to recognize difference
between Volterra and Fredholm Integral Equations, First kind and Second kind,
homogeneous and inhomogeneous, The students will alsc be able to appreciate
variational formulations. They will be able to apply different methods to solve Integral
Eguations and vanaticnal problems.

Course Syllabus:

Unit 1; Calculus of Variation 18 Periods
Necassary Condition for Extrema, The Simplest Problem, Generalizations, Isoperimetric
Problems.

Unit 2:Integral Equations 14 periods
Classification and Origin, Volterra Equations, Fredhalm Equations, Symmetric Kemnels.

Unit 3: Integral Transform 20 periods
Fourier Transform, Fourier Transforms of Generalized Functions, Basic Properties.
Poisson's Summation Formula, Shannon Sampling Theorem, Gibbs' Phenomenaon,
Heisenberg's Uncertainty Principle, Solving ODEs, Laplace Transform, Existence
condition, Basic Properties, Convolution Theorem, Differentiation and Integration of
Laplace Transform.

Total 52 periods

KEY TEXT BOOK
1) J. David Logan, Applied Mathematics, John Wiley. 3™ Edition (2006)
Chapters: 3:3.1 to 3.6(exclude 3.5); 4. 4.3 only

2) Lokenath Debnath, Integral Transforms and their applications, 2"edition, CRC Press,
2006.
Chapters: 2: 2.1102.10; 3.1 to 3.6.

REFERENCES
1. Brian Davies, Integral Transforms and Their Applieations, Springer, 2002
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AM-CS Computational Statistics 4 Credits

Course Objectives: This course will introduce students to

= Need for computers in statistics

# Tools to sample from a simple low dimensional population distribution to very high
dimensional complex population distribulion.

o Methods to reduce variance in estimation.

* Monte Carlo methods for estimation and inference In high dimensional scenarios.

Course Outcomes: Upon the completion of the course, the student will be

e Able to differentiate small scale and large scale statistics problems.

+ Able to differentiate numerical solutions based on analysis and solutions based on
Maonte Carlo algerithms.

s Able to implement the studied tools in a programming language fike Python or R,

« Ready for taking up advanced courses like Bayesian machine learning and
Probabilistic graphical models.

Course Syllabus:
Unit 1: Introduction — What is computational statistics = Review of probability and
statistics 6 periods

Unit 2: Methods for generating random wvarables — Inverse transform method -
acceptance Rejection methods — Transformation methods — Sums and Mixtures -
Multivariate Distributions — Stochastic Processes 7 periods

Unit 3: Mente Carlo Integration and Variance reduction — Antithetic variables - control
vanables — Importance sampling — Stratified sampling — Stratified Importance sampling

7 Periods
Unit 4: Moente Caro methods in Inference — Monte Carlo methods for estimation and
hypathasis tests 8 Periods
Unit 5: Bootstrap and Jackknife — Jackknife after bootstrap — Bootstrap confidence
intervals — Better bootstrap confidence intervals 8 Periods
Unit 6: Permutation tests — Tests for equal distributions — Multivariate tests for equal
distributions 8 Periods
Unit 7: Markov chain Monte Carlo methods — Metropolis-Hastings algorithm — Gibb's
Sampler — Monitoring convergence 8 Periods
Total 52 Periods
KEY TEXT BOOK

1)Marna L. Rizzo, Statistical Computing with R, ISBN-13: 978-1584885450, |SBN-10
1584885458, 1 edition, Chapman & HalllCRC. The R Seres, Hardcover — November 15,
2007, Chapters: 2, 3, 5,6, 7,8, 9.

NCES

Ei




1) Geof H. Givensand Jennifer A. Hoeting, Computational Statistics, ISBN-13: 978-
0470533314, ISEN-10; 0470533315, 2™ Edition, Hardcover — November 8, 2012,

-

AM-CO Convex Optimization 4 Credits

Course Objectives:

» [ntroduce convex sets, convex functions and convex optimization problems.
& Elucidate on theory and implementation of iterative methods {o solve
unconstrained convex minimization problems

+ Elucidate on theory and implementation of iterative methods to solve constrained
convex minimization problems.

Course Outcomes:
o Students will be able verify whether a given problem is convex minimization
probiem.
e Students will be able to formulate the dual of the given convex minimization
problem and analyze.
= Students will be able to demonstrate on paper stepwise methods like gradient

descent, Newton's method etc., they studied to solve convex minimization
problams.

Course Syllabus:

Unit 1: Introduction — Mathematical optimization - least squares and linear programming
— convex optimization — nonlinear optimization. 5 periods

Unit 2: Affine and convex ssls — operations preserving convexity - separating and
supporting hyperplanes.

5 periods
Unit 3: Convex function - operations preserving convexity — conjugate function -
quasiconvex functions - log concave and convex functions. B periods

Unit 4: Convex optimization problems - convex, linear, guadratic optimization prablems.
5 periods

Unit 5: Duality — The Lagrange dual function and problem - Geometric and saddle point
interpretation — optimality conditions — Theorem of Alternatives. 7 periods

Unit 6: Unconstrained minimization - Gradient descent — steepest descent — Newlon's
method . B periods

Unit 7: Eguality constrained minimization — MNewton's method and infeasible start
Newton's method . 5 periods

Unit 8: Interior point methods - [negquality constrained minimization problems —
Logarithmic barrier function and central path — barrier method — primai-dual interior point
method. 9 periods

-
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Total 52 periods

KEY TEXT BOOK

1. Boyd, Stephen, and LievenVanderberghe, Convex Optimization, Cambridge, UK:
Cambridge University Press, 2004

Chapters; 1, 2.1-2.3,2.5, 3.1-3.5, 4.1-4.4, 5.1-5.5, 5.8, 9.1-8.5, 10.1-10.3, 11.1-11.3, 11.7T
{Implementation section in all chapters are omitted for exams).

REFERENCES
1. Bertsekas, Dimitri. Convex Optimization Theory. Nashua, NH: Athena Scientific, 2008,

2. L. R. Foulds, Optimization Techniques, Springer, Utm, 1981.
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AM-GT Game Theory 4 Credits

Course Objectives: This course will meet the following objectives

e Provide a foundation in the basic concepts of Game Theory
s Understand Nash's equilibrium

Course Outcomes: Upon completion of this course, a student will be able to
Strategize in day to day situations.

Take decisions which benefit as many as possible.

Model all practical situations as a game and find its soluticn.

Know when to form coalitions and not.

Course Syllabus:

Unit 1 : Rational Decision Making 6 periods

Actions, Outcomes and Preferencas, The Rational Choice Paradigm, Risk, Mature and
Random Qutcomes, Evaluating Random Outcomes, Hational Decision Making with
Uncertainty, Decisions over Time, Applications, Theory versus Practice.

Unit 2 : Static Games of Complete Information 25 periods

Normal-Form games with Pure Strategles, Matrix Representation: Two-Player Finite
Game, Solution Concepts, Dominance in Pure Strategies, terated Elimination of Sirictly
Dominated Pure Strategies, Beliefs, Best Response and Rationalizability, Mash
Equilibrium in Pure Strategies, Nash Equilibrium: Some Classic Applications, Strategies,
Beliefs and Expected payoffs, Mixed-Strategy Nash Equilibrium, |ESDS and
Rationalizability Revisited, Nash's Existence Theoram.

Unit 3 : Dynamic Games of Completa Information 15 periods

The Extensive-Form Game, Strategies and Nash Equilibrium, Nash Equilibrium and Paths
of Play, Sequential Rationality and Backward Induction, Subgame-Perfect Mash
Equilibrium: Concept, Subgame-Perfect Nash Equitibrium: Examplas.

Unit 4: Multi-Stage Games 6 pariods
Preliminaries, Payoffs, Strategies and Conditional Play, Subgame-Perfect Equilibria, The
One-Stage Deviation Principle.

Total Periods 52 periods
KEY TEXT BEOOK

Garme Theory, An Introduction by Steven Tadelis Princeton University Press, 2013
(Chapters 1 1o 8)

REFERENCES |
Game Theory, Analysis of Conflict, Roger Meyerson, 1987

STREAM-V: Computer Scienge (CS}
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CS-Al Artificial Intelligence

CS-CG Computer Graphics

CS-FLA Formal Languages and Automata
CS-PR Fattern Recognition

CS-C Cryptography

Co-NN Neural Networks

CE-MMDM Mathematical Methods for Data Mining
CS-5P Systems Programming

C5-05 Cperating System

CS-0A Quantum Algorithms

Cs-WP Web Programming

CS-Al Artificial Intelligence 4 Credits

Course Objectives:

# The course introduces students to the concepts and principles behind mapping Human
Intelligence onto Artificial Systems. It is Primarily the study of agents: different types of
Intelligent agents, Search Technigues, Heuristics based, Slate Space Search for
Problem Solving. It is followed by Inferencing, Logical Reasoning Approaches and
Knowledge representation applicable to real world problems and situations,

# The course provides students an insight into the basics of Machine Learning, the
various types of learning with examples of learning

e The course is designed to provide students an opportunity to gain ground and skills in
fundamentals of Artificial Intelligence that can take them to understand and work with
Machine Intelligence.

Course Outcomes: After successfully completing this course the student would be able
lD-

1. Understand the concepts of Arificial Intelligencs, State Space Search and Problem
Solving.

2. Work on Uninformed and Informed Search Techniques.

3. Solve various types of real world problems and use theory in simulations

4. Construct Logical Statements from Matural Language Sentences and create a Facts
base and deduce new facts by the application of reasoning procedures.

5. Apply technigues of Knowledge representation to solve real world problems.

6. Acquire skills needed to work with Machine Learning

Course Syllabus:

Unit 1:

Introduction — what is Al7 — Intelligent agents, environments — Solving problems by
searching: problem solving agents —Example problems — Uninformed search strategies —
Informed search and exploration: Informed search strategies —Heuristic functions— Local
search algorithms — Optimization problems. 12 periods

i it academic ear 2N sisands



Logical Agents: Knowledge Basad Agents = Logic = Propositional logic — Reasoning
patterns — Propositional Inference — Agents baszed on propositional logic — First
Order Logic :Representation—Using FOL-Knowledge Engineering—Inference in FOL :
Unification And Lifting — Forward Chaining — Backward Chaining — Resalution —
Framples 16 periods

Unit 3:

Knowledge Representation: Ontological Engineering — Calegories and objects — Actions
sifuations and events — Mental events and mental objects - Beasoning Systems — Truth
maintenance systems 12 periods

Unit 4:

Learning from Observations: Forms of leaming — Inductive leaming — Learning Decision
trees - Knowledge in Leaming — Knowledge in Leaming — Explanation based learning —
Learning using relevanca information 12 periods

Total 52 periods
KEY TEXT BOOK

1. Stuart J. Russel and Peter Norvig, Artificial Intelligence — A Modern Approach,
Prentice Hall, Pearson Education, 2003.

[ Chapters &Sections :1:1.1:2: 211024 ;33 11036, 4411043 ;7. 711077, 8:
811084;9:911t0985;10: 10.11t0108; 18: 18110 18.3; 1% 191 1o 18.4);

REFERENCES

1. George F, Luger and William A. Stubblafield, Ariificial Intelligence, Structures and
Strategies for Complex Problem Solving, The Benjamin / Cummings Publishing Co,
1993,

2. Amit Konar, Artificial Intelligence and Soft Computing, CRC Press, 2000.

o
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CS-CG Computer Graphics 4 Credits

Course Objectives;

The course introduces students to the concepts, principles and mathematics of graphics
and how it can be mapped onle compulters. 1L s prirmarily the sludy of - compulational
meathods and techniques, algonthms to draw difterent types of graphics starting from the
pasic primitive pointg, lines, planes, reqular shapes, polygons, conic sections, curves alc.
Thea Matrix Transformations form a pan of mathematics of graphics to work with all types
of graphics cbjects. Apart from treating different dimensions of graphic operations the
students are exposed to viewing and clipping graphics

Finally, the course provides students an insight into the graphic object representations,
splines, surfaces and color models. The course is designed to provide students an
opportunity to gain ground and skills in fundamentals of Computer Graphics that can
take them to understand and work with Visual Graphics, Animation etc.

Course Qutcomes:

After succassiully completing this course the student would be able to:
1. Understand the concepts and basics of Computer Graphics.

2. Work on lines, circles drawing atgorithms, fill area functions.
3. Know the different types of output primitives and their uses.

4. Construct 2 dimensional geometric transformations (matrices) and find their
Applications,

5. Learn and apply techniques and algorithms for 2 dimensional and 3 dimensional
viewing of graphic shapes.

6. Learn and have a foundation on various types of object representations: surfaces,
Splines.

7. Acquire knowledge to work with different types of Color Modals.

Course Syllabus:

Unit 0;Output Primitives 10 Periods
Line drawing algorithms, Frame buffer, Circle-generating algorithms, Ellipse-generating
algarithms, other curves, Pixel addressing and object geometry, Filled-Area primitives,

scan-line polygon fill algorithm, Inside-outside tests, Boundary fill algorithm, Fil-Area
functions, Character generation,

Unit 1. Attributes of Output Primitives 7 Periods

Line attributes. Curve attributes. Color and grayscale levels, Area-Fill attributes.
Character attributes.

92




Basic transformations, matnx representations and homeogeneous coordinate, Composite
transformations, Reflection and shear. Transformations between coordinate systems.
Affine transformation. Transformation functions. Raster methods.

Unit 3: Two-Dimensional Viewing 9 Pariods
The viewing pipe line, window-viewport coordinate transformations, Line clipping-
Cohen-Sutherland algorithm, Sutherland-Hedgeman polygon clipping, Structure
concepts & editing structure.

Unit 4: Three-Dimensional Graphics 9 Periods
3-d display methods. Three dimensional object representations: Polygon surfaces,
curved lines and quadric surfaces, Spline representations, Natural cubic splines.

Unit 5: Colour models and colour applications 10 Periods
RGE, ¥1Q, CMY, and HSV Colour models, conversion betwean HSV and RGE Models.
Computer Animation, Fractals.

Total 52 Periods
KEY TEXT BOOK

1. Donald Heamn, Computer Graphics — C Verzion, Pauline Baker, Second Edition, 2009,
Pearson Education.

REFERENCES

1. Foley, Van Dam, Feiner, Hughes, Computer Graphics Principles & Practice, Second
edition, 2003, Pearson Education.

2. Shalini, Govid-Pai, Principles of Computer Graphics, Springer, 2004,

3. Stewen Hamington, Computer Graphics, TMH, 1987.
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CS-FLA Formal Languages and Automata 4 Credits

Prerequisite: Introduction to Theory of Sets and Functions - Mathematical Logic -
Discrete Mathematics

Course Objectives:
o Toexpose the students 1o the areas of Formal Languages and Automata,

* Toimpari the comprehension of deterministic versus non-deterministic processes.

» Exposure to the idea of un-computability.
s |ntroduce the idea of complexity classes.

Course Qutcomes:

# Construction of Regular & Context free Grammar.

e Construction of FA, PDA and Turing machines to recognize a given language.
+ Construction of Tunng machine for a given problem.

= LUise of polynomial time transformation to show a problem not computable.
Course Syllabus:

Unit 1:

Regular languages and finite automata 14 Periods
Unit 2:

Context free languages and Push-down automata 14 Periods
Unit 3:

Recursively enumerable sets and Turing machines, 12 Periods
Unit 4.

Undecidability 7 Periods
Unit 5:

Basic concepts of complexity classes P, NP, NP-complete. 5 Periods
Total: 52 Periods
KEY TEXT BOOK

1. Peter Linz, An Introduction to Formal Languages and Automata, Narosa, 2010,

4"Edition. Chapters & Sections: 10 4; 5: 51,6109, 11;12: 12.1, 12.2: 14: 14.1, 14.2,
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CS-PR Pattern Recognition 4 Credits

Course Objectives:

The objective of this course is to introduce the state-of-the-art various theories that are
used in pattern rooognition Thoy primanly depond apon foature: space partitioning viz
Bayes theory, linear Classifiers and their imitations, non-linear classifiers, and feature
point clustering in n-dimensional space

Course Outcomes:

At the end of the course students will be able to selve real-world pattern recognifion and

feature space clustering problems using

= Bayes decision theory, Bayes inference, Bayes classifier, and Bayes Networks.

» Linear discriminant functions. logistic discriminant functions, SVM for separable and
non-linearly separable classes

e Mon-linear classifiers and their combinations

o A host of Clustering algorithms for small and large data set

» |n depth understanding of theory to select the right approach to solve a given problem.

Course Syllabus:

Unit 1: Introduction 4 Periods
Introduction, Features, Feature Vectors, Classifiars, Supervised, Unsupervised and
Semi-Supervised Leamning.

Unit 2: Classifiers based on Bayes Theory 8 Periods
Introduction, Bayes Decision Theory, Discriminant Functions, Bayes Classification for
MNormal Distributions, Estimation of Unknown Probability Distributions:ML Parameter
Estimation, MAP Estimation, Bayesian Inference, Maximum Entropy Estimation, Mixture
Models, Non-Parametric Estimation, the Naive-Bayas Classifier, the Nearest Neighbor
Rule. Bayesian Networks.

Unit 3: Linear Classifiers B Periods
Intreduction, Linear Discriminant Functions and Decisions, Hyper-planes, The
Perceptron algorithm, Least Square Methods, Mean Square Estimation Revisited,
Logistic Discrimination. Support Vector Machines for Separable Classes, SWVM for Non-
Separable Classes, SVM for Multiclass Case, 8-5VM

Unit 4: Nonlinear Classifiers 12 Periods

XOR Problem, Two Layer Perceptron, Three-Layer Perceptrons, Algorithms based on
Exact Classification of Training Set, The Back-Propagation Algorithm, Variation of BP
Theme, Choice of Cost Function, Choice of Network Size, Generallzed Linsar
Classifiers, Capacity of d-dimensional space in lingar Dichotomies, Polynomial
Classifiers, Radial Basis Function Networks, Universal Approximators, Probabilistic
Neural Networks, SVM-Nonlinear Case, Beyond SVM Paradigm, Decision Trees,
Combining Classifiers, Boosting, Class Imbalance Problem

Unit 5: Clustering 20 Periods

25
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Intreduction, Proximity Measures, Number of Possibile Clusterings, Categories of
Clustering Algorithms, Sequential Clustering Algorithms, Agglomerative Algorithms,
Divisive Algorithms, Hierarchical Algorithms for Large Datasats.. Choice of the Best
Number of Clusters, Hard Clustering Algorithms, Vector Quantizatian, Algorithms based
on Graph Theory, Competitive Learning algorithms

Total 52 Periods
KEY TEXT BOOK

1. Sergios Theodoridis and Knostantinos Koutrocumbas, Pattern Recognition, Fourth
Edition, Elsevier Publications, 2009, Chapters: 1, 2, 3, 4,11, 12.1-12.3, 13, 14.5,
15.1-15.3.
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CS8-C Cryptography 4 Credits

Course Objectives: This course is aimed to serve as a first level course to introduce
modem cryptography. The students will be exposed to basics of encryption and
authentication in the conlext of syrmimetric-key and asymimelric-kKey cryptography.

Course Qutcomes: Upon the completion of the course, the student will be
s Able to understand the security aspects of a communication channel and the role
of mathematics in it.
¢ Able to analyse and counter generic attacks on communication channels.
e Able to analyse how message secrecy and message authentication is achieved in
communication channals using symmaetric-key and asymmetric-key cryptography.

Course Syllabus:

Unit 4: Introduction to Classical Cryptography 8 Periods
Cryptography and modern cryptography, Setting of private key encryption, Historical
ciphers and their Cryptanalysis, Principles of modem cryptography, Perfectly secret
encryption, One-Time Pad, Limitations of Perfect Secrecy

Unit 2: Private-Key Encryption 9 Periods
Computational Security, Defining Computationally Secure Encryption, Constructing
Secure Encryption Schemes, Stronger Security Notions, Constructing CPA-Secure
Encryption Schemes, Modes of Operation, Chosen-Ciphertext Aftacks

Unit 3: Message Authentication Codes and Hash Functions 8 Periods
Message Integrity, Message Authentication Codes — Definitions. Hash Functions —
Definitions, Merkle—Damgard Transform, Birthday Attacks on Hash Functions

Unit 4: Number Theory and Key Exchange 8 Periods
Preliminaries and Basic Group Theory, Factoring and RSA, Cryptographic Assumptions
in Cyclic Groups, Key Exchange and the Diffie—Hellman Protocal

Unit 5: Public-Key Encryption 9 Periods
Public-Key Encryption — An Overview and Definitions, Hybrid Encryption and KEM/DEM
paradigm, RSA Encryption = Plain RSA, Padded RSA and PKCS #1 v1.5

Unit 6: Digital Signature Schemes 9 Periods
Digital Signatures — An Overview and Definitions, Hash-and-Sign Paradigm, RSA
Signatures — Plain RSA, Schnorr Signature Scheme

Total 52 Periods

KEY TEXT BOOK
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1. J. Katz and Y. Lindell, Introduction to Modern Cryptography, Second edition, CRC
Press, 2015, Chapters & Sections: 1.1-1.4, 2.1-2.3 3.1-36,3.7.1,41-43 51-52 54.1-
542,811-8.14,821,8.2.3-824,83.1-83.3,10.3 11.1-11.3, 11.5.1-11.5.2, 12.1-
12.3,12.4.1,12.5.1, 128,

REFERENCES

1. §. Goldwasser and M. Bellare, Lecture Notes on Cryptography, July 2008. Available
online: hitps:/icseweb ucsd edu/~mihiripapers/ab. pdf

2. C. Paar and J, Pelzl, Understanding Cryptography, Springer, 2010.
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CS-NN Neural Networks 4 Credits

Course Objectives:
The objective of this course is to introduce students to various neural network architectures
and the associated learning paradigms such as perceptrons, multifayer perceptrons,
radial-basls functlon networks, support vector machines, regularlzation networks, and self-
organizing networks.

Students will realize that the connecting thread in all these learning structures is to map
the adaptation of various paramelers as a non-linear optimization.

Course Outcomes:

At the end of the course students will be able to solve real-world problems such as

e pattern classification as a non-linear feature space partitioning either by estimating
the feature space density or by using the feature vectors that lie at the class
boundaries.

e input-output functional mapping and then using thase as universal approximators for
computing outcomes for the inputs that are unseen

= Topological mapping of input features to codebook vectors through sstf-arganizing
maps.

Course Syllabus:

Unit 1: Introduction 7 Periods
What is Neural Networks? Human Brain, Models of a Neuron, Neural Networks viewed
as Directed Graphs, Network Architectures, Learning Processes: Learning YVith a
Teacher, Learning Without a2 Teacher: Reinforcemant Learning and Unsupearvisad
Leaming. Learming Tasks.

Unit 2: Rosenblatt's Perceptrons 7 Periods
Introduction, Perceptron, Perceptron Convergence Theorem, The Bateh Percaptron
Algorithm.

Unit 3: Multi-Layer Perceptrons T Periods
Preliminaries, Batch Versus On-line Leaming, Back-Propagation Algorithm, Summary of
BP Algorithm, Heuristics for making BP Algorithm Perform better, Virtues and Limitations
of BP Leaming, Supervised Learning viewed as an Optimization Problem.

Unit 4: Radial-Basis Function Networks T Periods
Introduction, Cover's Theorem, Interpolation Problem, Radial Basis Function Netwaorks,
K-Means Clustering, Recursive Leasi-Sguares Estimation of the weight vector, Hybrid
learning procedure for REF Networks, Interpretations of Gaussian Hidden Units, Kermel
regression and its relation to RBF Networks.

Unit 5: Support Vector Machines 7 Periods
Introduction, Optimal Hyper-planea for Linearly Separable Patterns and Non-separable
Patterns, SVM viewed as a Kernel Machine, Design of SVMs, XOR problem,

Unit 6: Regularization Metworks 8 Periods
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Introduction, Hadamard's conditions for well-posedness, Tikhonov's Regularization
Theory, Regularization Networks, Generalized Radial-Basis-Function networks.

Unit 7: Self-Organizing Maps 8 Periods
Introduction, Two Basic Feature mapping Modeis, Self-Organizing Maps, Summary of
Sell-urganizing Algoritlem, Propertles of Fealure Map, Cuntexlual Maps Hierachical
Vector Quantization, Kemel Self-Organizing Map. Relationship between Karnel SOM
and Kulloack-Leibler Divergence.

Total 52 Periods

KEY TEXT BOOK

1. Neural Networks and Leaming Machines: by Simon Haykin, Eastern Economy
Edition, Third Edition, 2008.[Chapters: Introduction (1-6,8 8), Chapter 1{1.1-1.4, 1.6,
1.8), Chapter 4(4.1-4.4 46, 4.15, 418}, Chapter 5(5.1-5.11), Chapter 6(6.1-6.8),
Chapter 7(7.1-7.5), Chapter 9(9.1-8.4, 9.6-3.8, 9.10),
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CS-MMDM Mathematical Methods for Data Mining
4Credits

Course objectives: This course is concemed with data mining - that is, finding
interesting and usetul patterns in large data repositones It aims to provide the student
with conceptual and practical knowledge on importont developments in data mining
Main objective of the course is to deliver the mam concepts, principles and techniques of
data mining so that the student will develop the confidence to analyse data of vanous
forms, including transaction data, relational data and textual data.

Course outcomes: Upon completion of the course, students will be able fo

» Demonstrate fundamental knowledge of data mining concepts and techniques.

= Apply the technigues of clustering, classification, association finding, feature selection
and visualisation on real world data.

e Apply data mining software and toolkits in a range of applications

s Set up a dafa mining process for an application, including data preparation, modeliing
and evaluation.

Course Syllabus:

Unit 0: 5 Periods
Introduction Motivating Challenges, Tha Origing of Data Mining, Data Mining Tasks,
Data Attributes and Measurement, Types of Data Sets, Measurement and Data

Collection Issues, Data Preprocessing: Aggregation, Sampling, Dimensionality
Reduction

Unit 1: 10 Periods
Basic techniques for Classification Decision Trees, Model Over fitting, Evaluating the
Performance of a Classifier, Holdout Method, Random Subsampling, Cross-Validation,
Bootstrap, Methods for Comparing Classifiers.

Unit 2: 14 Periods
Advanced Techniques for Classification Rule-Based Classifier, Nearest-Neighbor
classifiers, Bayesian Classifiers, Artificial Neural Network{ANN), Support Vector Machine
(SVM), Ensemble Methods: Bias-Variance Decompaosition, Bagging, Boosting, The
Receiver Operating Characteristic Curve, Class Imbalance problem, Multiclass Problem

Unit 3: 14 Periods
Association Analysis: Basic Concepts and Algorithms Frequent Item set Generation-The
Apriori Principle, Rule Generation in Apriori Algorithm, Alternative Methods for
Generating Frequent Item sets: FP-Growth Algorithm, Evaluation of Association
Patterns, Objective Measures of Interestingnass, Simpson's Paradox,

Unit 5: 9 Periods
Cluster Analysis: Basic Concepts and Algorithms The Basic K-means Algorithm,
Agglomerative Hierarchical Clustering, The DBSCAN Algerithm, Strengths and
Weaknesses of DBSCAN, Cluster Evaluation techniques.

Total: 52 Periods

KEY TEXTBOOK
y 1m

hle Trarm ibe acedamic penr 32 1-13 anwinds

~ . .

P e e e el e el e

e - =

el e el iR G

sl el iRl e

~



.
{_
. 1. Pang-Ning Tan, Introduction to Data Mining, Michael Steinbach, Vipin Kumar, Pearson
c Publishers, 2007, [Chap. 1 to 8, &].
C REFERENCES
i . ) .
1 Jiawei Han, Micheline Kamber, Data Miming: Concepts and | echnigues, Morgan
G Kaufmann pub, 2001
C 2. lan H. Witten, Eibe Frank, Mark A. Hall, Data Mining: Practical Machine Learning
’ Tools and Technigues, Morgan Kaufmann pub, 2011, 3"Ed.
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CS-SP Systems Programming 4 Credits

Course Objectives: This course objective s to make a student understand the basics of
system programs such as compiler, assembler, linker, loader, It delivers various key
concepts of system software and their principles of working.

Course Outcomes: Upon the completion of this course, a student should be able to

1. Understand and explain the basics of system programs like editors, compiler,
agasembler, linker, loader, interprater etc.

2. Implement a two pass strategy algorithm for a simple assembler. macro processor.
3. Understand and explain the basics of various phases of compiler and compare its
working with an assembler,

4. Understand how linker and loader create an executable program from an object
module created by Assembler and compiler.

5. Implement lexical analyser for simple statements and a recursive descent parser
for syntactic analysis.

Course Syllabus:

Unit 1: 3 Periods
Introduction

Unit 2: 6 Periods
Simplified Instructional Computer

Unit 3: 12 Periods
Assemblers

Unit 4: 10 Periods
Loaders and Linkers,

Unit 5: 6 Periods
Macro Processors

Unit &: 7 Periods
Compilars

Unit T: 8 Periods
Operating Systems

Total 52 periods
KEY TEXT BOOK

1. Leland Beck, Systems Programming, |Il Ed, Pearsen Education, 1887,
[Ch 1(1.1—-1.3),Ch 2(2.1—2.4), Ch 3(3.1 — 3.4), Ch 4(4.1 = 4.3), Ch 5{5.1 - 5.3}, Ch
B(6.1 — 6.4)]

References:

1. John J. Jonovan, Systems Programming, Tata Mc-Graw Hill, 1581
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P Cs8-08 Operating Systems 4 Credits

Course objectives: The objective of the course is to provide basic knowledge of
computer operating system structure and its functioning.

Course outcomes: Upon completing the course, the students will be able (o
( * Explain the basic structure and functioning of operating system.
= e |dentify the problems relating to process managemeant and synchronization as well
as to apply learned meathods to solve basic problems,
‘ e Understand the cause and effect related to deadlocks and analyse them relating
to common circumstances In operating systems,
{ » Explain basics of memory management, the use of virtual memory in modem
y operating systems as well as the structure of the mast commaon file-systems.

Course Syllabus:

L UNIT - 13
Introduction - Operating Systems Objectives and functions, Computer System
Architecture, OS5 Structure, OF Operations, Evolution of Operating Systems - Simple
{ Batch, Multi programmed, time shared, Personal Computer, Paralle!, Distributed Systems,
Real-Time Systems, Special - Purpose Systems, Operating System services, user 05
Interface, System Calis, Types of System Calls, System Programs, Opening System
P Design and Implemeantation, OS Structure, Virtual machines.
(6 periods)

UNIT - Il
Process and CPU Scheduling - Process concepts - The Process, Procass State, Process
. Control Block, Threads, Process Scheduling - Scheduling Queues, Schedulers, Context

Switch, Preemptive Scheduling, Dispatcher, Scheduling Criteria, Scheduling algorithms,
' Multiple-Processor Scheduling, Real-Time Scheduling, Thread scheduling, Case studies:
Linux, Windows. Process Coordination - Process Synchronization, The Critical section
Problem, Peterson's solution, Synchronization Hardware, Semaphores, and Classic
Problems of Synchronization, Monitors, Case Studies: Linux, Windows.

(12 periods)

UNIT - 11z
Memory Management and Virtual Memory - Logical & physical Address Space, Swapping,
{ Contiguous Allocation, Paging, Structure of Page Table, Segmentation, Segmentation with
Paging, Virtual Memory, Demand Paging, Performance of Demanding Paging, Page
Replacement Page Replacement Algorithms, Allocation of Frames, Thrashing.

(12 periods)
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File System Interface - The Concept of a File, Access methods, Directory Structure, File
System Mounting, File Sharing. Protection. File System Implementation - File System
Structure, File System Implementation, Allocafion methods, Free-space Management,
Directory Implementation, Efficiency and Performance. Mass Storage Slructure -
Owverview of Mass Storage Structure, Disk Structure; Disk Attachment, Disk Scheduling,
Disk Managemenl, Swap space Majaygs el (12 perivds)

UNIT - V:
Deadlocks - System Maodel, Deadlock Characterization, Methods for Handling Deadlocks,

Deadlock Prevention, Deadlock Avoldance, Deadlock Detectlon and Recovery from
Deadlock.

Protection - System Protection, Goals of Protection, Principles of Protection, Domain of
Protection, Access Matrix, Implementation of Access Matrix, Access Control, Revocation
of Access Rights, Capability-Based Systems, Language-Based Protection.

(10 periods)

Total {52 periods)
KEY TEXT BOODK:

1. Abraham Silberschatz, Peter B. Galvin, Greg Gagne, Operating System Concepts, 8"
Edition, Wiley, 2013,

REFERENCES BOOKS:

1. Russ Cox, Frans Kaashoek, Robert Morrmis,"xv6: a simple, Unix-like Teaching
Operating System”, Revision 8, 2014

2. Andrew 5 Tanenbaum, Modern Operating Systems, 3™Edition PHI, 2009,

3. W, Stallings, Operating systems - Internals and Design Principles, B"Edition,
Pearson, 2008,

4. B. L. Stuart, Principles of Operating Systems, Cengage leaming, India Edition,
2008,
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CS-QA Quantum Algorithms 4 Credits

Course objectives: This s an introductory course in Quanium Algorthms. After
discussing required basic mathematical preliminaries and notation, the course discusses
the basics wdeas of quantum computing. A detailed study of the mathematical aspects will

be done with good set of exorcise problems. All the key quantum algorithma are explored
and discussed.

Course outcomes:

(i) The student will be able to understand the basic structure of guantum algorithms,

including the basics ideas of qubit, guantum represantation of Boolean arguments and
quantum circuit design.

(i} The student can comprehend the mathematical aspects required for guantum
computing and writing quantum algorithms.

(iii) The student will be able to grasp the nuances of in designing quantum algorithms.

({Iv]) The student will explore several key quantum algorithms.

Course Syllabus:

UNIT - I:
Preliminaries and Mathematical Basics: The Model, The Space and the States, The

Operations, Input, Output, Asympiotic Notation, Hilbert Spaces, Tensor Products, Inner
Products, Sum over Paths in Graphs

(8 periods)

UNIT - II:

Quantum Bits: Feasible Boolean functions, Quantum Representation of Boolean
Arguments, Quantum Feasibility

(6 periods)
UNIT - 1ll:

Special Matrices: Hadamard Matrices, Fourier Matrices, Reversible Computation,
Permutation Matrices, Feasible Diagonal Matrices, Reflections (6 periods)

UNIT - IV:
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Tricks: Start Vectors, Controlling, Copying Base States, Copy-Uncompute Trick,
Superposition Trick, Flipping a Switch, Measurement Tricks, Partial Transform.
(4 periods)

UNIT - V:

Cuantum Algorithms and Analysis. Phil's Algorithim, Deutsch's Algorithm, Deutsch-Jozsa
Algorithm, Simon's Algorithm, Shor’s Algorithm, Factoring Integers, Gover's Algorithm
(28 periods)

Total (52 periods)
KEY TEXT BOOK:
Richard J. Lipton, Kenrneth W. Regan, Quantum Algorithms via Linear Algebra - A
Primer, MIT Press, 2014, (Chapters: 1 to 13)

REFERENCES:
https:/faiskit orgfleam/intro-qe-gh

CS-WP Web Programming 4 Credits

Course Objectives: This course is aimed to Impart various methods of developing web
applications using any popular web frameweorks.

Course Outcomes: After completing the course, the student will have the skill set to

+ Create web pages using HTML, CSS and JavaScript.
s Create web applications for client/server communication
s Create web server applications using database connectivity.

Course Syllabus:

Unit 1: & periods

HTTP protocol and HTML 5 : Markup language for structuring and presenting content on
the winww, HTML pages using all tags; Tables and Forms

LUnit 2: 2 periods

Cascading Style Sheets (CSS): used to format the layout of a webpage-Box modef;
various styling options

Unit 3: 6 periods

JavaScript . scripting language for dynamically updating content, control multimedia,
animate images etc-script basics; functions; c:l: ects; confro! statements; event handling;
DOM; event handiing; AJAX

—
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Unit 4: 4 periods
Web Application and its environment, MYC paradigm
Unit 5: 6 periods

Servlets: Java API| for web application development-NEIbeans |Us; Serviet creation;
requestiresponse methods; session management; database connectivity

Unit 6: 16 periods
Javaserver Pages(JSPs), tags, communication between JSPs and Serviets
Unit 7: 12 periods

JSP Standard Tag Library (JSTL) and Java Database Connectivity{JDBEC): creating server
pages with different tags; database connectivity, MVC model

Total 52 periods

References:
1. Web Technologies - Theory and Practice - M Srinivasan Pearson, 2012

2. Web resources

CS-COMP COMPILER DESIGN (4 Credits) (52 Periods)

Course Objectives:

» Elicit the theory behind how a high level Programme gets translated to a Programme
that machine can understand

& Clearly distinguish between the parts of the compiler that depend on the target
machine and that do not depend on the target machine

¢ Introduce simple optimizations that compiler can perform to make the translated
code more efficient in terms of space and time

s Supplement theory with existing tools like LEX and YACC to automate the lexical
and syntax analysis phases of the compiler

Course Duicomes:

At the end of this course, students should be:

» able to depict the lexical analysis phase with finite automata and convert the same to
a practical program

* able to understand syntax analysis phase with parse trees and pushdown automata
and convert the context free grammar to a practical Programme using top down
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able to appreciate the sound theory behind parsing through bottom up parsing

able to write attribute grammars for semantic analysis including type checking, type
equivalence etc,, and convert them to practical programs

able to generate 3 address code or P-code as intermediate code

able to appreclate the applications of compllation in other domains Ike natural

language processing

Unit 1: Introduction - Why compilers? - Programs related to compiler - The Translation
Process - Major Data structures in a compiler - Boot strapping and porting

3 periods
Unit 2: Scanning - The scanning process - Regular expressions - Finite automata - Regular
expressions o DEA 6 periods

Unit 3: Context free grammars and Parsing - The Parsing process - CFG - Parse trees and
Abstract Syntax Trees - Ambiguity 4 periods

Unit 4: Top-Down Parsing - Recursive descent parsing - LL(1) Parsing - First and Follow
sets- Error recovery B periods

Unit 5: Bottom-Up Parsing - Overview - LE(0) parsing - SLR(1) parsing - LR{1) and
LALR(1} parsing - Error recovery 8 periods

Unit 6: Semantic analysis - Attribute Grammar - Algorithms for attribute computation -
Symbol table - Data types and type checking 12 periods

Unit 7; Buntime environments - Fully static environment- stack-based environment - Fully
dynamic environment - Parameter passing mechanisms 5 periods

Unit 8: Code Generation - Intermediate code and data structures - Basic techniques - Code
generation for data structure references - Code generation for control statements and
logical expressions - Code generation for functions and procedure calls

& periods

Total 52 periods
Reference Text:
Kenneth C. Louden, Compiler Construction: Principles and Practice, Cengage Learning
Publishers, Indian Edition, 1997
[Chapters:1.1-1.6,2.1-2.4, 3.1 -34,41-43,45,5.1,51-54,57,6.1-64,7.1 -7.5 8.1 - 8.5]
Suggested Reading:
1. V. Aho, Ravi Sethi and .1, Ullman, Compilers: Principles, Technigues and Tools, Addison
Wesley Publishing Company, 2™ edifion, 1956,
2. Charles N. Fischer, Ronald K. Cytron, Richard J. LeBlan, Jr., Crafting A Compiler,
Addison-Wesley, 2010.
3. Allen. I. Holub, Compiler Design in C, Prentice

Hall of India, Eastern Economy Edibon,
Second Indian Reprint, 1993, - /1
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STREAM-VI: Actuarial Science (AS)

AS-GILH General Insurance, Life and Health Contingencies
AS-ARMF Actuarial Risk Management 1 —Foundation
AS-ARMA Actuarial Risk Management 2 — Advanced
AS-ERM Enterprise Risk Management

AS-GILH General Insurance, Life and Health Contingencies
4 Credits

Course Objectives:

The aim of the course s to provide grounding in the mathematical technigues that can be
used to model and value cash-flows dependent on death, survival, or other uncertain
risks

Course Qutcomes:
On completion of this subject the candidate will be able 1o

(i) Define simple assurance and annuity contracts, and develop formutae for the means
and variances of the present values of the payments under these contracts,
assuming constant deterministic interast,

(i) Descnbe and use practical methods of evaluating expected values and variances of
the simple contracts defined in objective (i).

{iii) Describe and calculate, using ultimate or select mortality, net premiums and net
premium reserves of simple insurance contracts.

{iv) Descrnbe and calculate, using ultimate or select mortality, net premiums and net
premium reserves for increasing and decreasing benefits and annuities

{v) Describe and calculate gross premiums and reserves of assurance and annuity
contracts.

{vi) Define and use functions involving twa lives.

{vil} Describe and illustrate methods of valuing cashflows that are contingent upon
multiple transition events.

{wiif) Describe and use methods of projecting and valuing expected cashflows that are
contingent upon multiple decrement events,

{ix) Describe and use projected cashflow techniques, where and as appropriate for use
in pricing, reserving, and assessing profitability.,

(x} Describe the principal forms of heterogeneity population and the ways in
hich selection can occur

1140
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Course Syllabus:

Unit 1 (8 Periods)
Life assurance contracts, Life annuity contracts, The life table, Evaluation of assurances
and annuitios

Unit 2 (156 Periods)
MNet premiums and reserves, Variable benefits and with-profit policies, Gross premiums
and reserves for fixed and variable benefit contracts

Unit 3 (17 Periods)
Simple annuities and assurances invalving two lives, Contingent and reversionary
benefits, Profit testing, Determining reserves using profit testing

Unit 4 (12 Periods)
Competing risks, Multiple decrement tables, Pension funds, Morality, selection and
standardisation

Total (52 periods)
KEY TEXT BOOK

1. Actuarial mathematics. Bowers, Newton L et al. — 2nd ed, - Scciety of Actuanes,
1987. 753 pages. |1SBN: 0 9389590 46 8. (Chaptars: 310 8, Ch8-Sec 9.1 t0 8.7, Ch 10
and Ch 20)

REFERENCES

1 Benjamin, Bermard; Pollard, The Analysis of Mortality and other Actuarial Statistics,
John H. = 3rd ed. = Faculty and Institute of Actuanes, 1983. 518 pages. ISBN D
20108626 5.

2. MNeill, Alistair, Life Contingencies — Heinemann, 1877. 452 pages. ISBN 0 434
91440 1.

3. Gerber, Hans U., Life Insurance Mathematics - 3rd ed. — Springer. Swiss
Association of Actuaries, 1997. 217 pages. ISBN 3 540 62242 X.

4, Booth, Philip M et al., Modemn Actuarial Theory and Practice — Chapman & Hall,
1999. 716 pages. |SBN 0 5483 0388 5.

LI
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AS-ARMF Actuarial Risk Management 1 - Foundation
4 Credits

Course objectives:

The aim of the Actuanal Risk Management subject is that the candidate should understand
strategic concepts in the management of the business activities of financial institutions and
programmes, including the processes for management.

Course OQutcomes:

On the successful completion of this subject, the candidate will be able to understand
. How to do a professional job?

. Stakeholders and their needs.

. General environment for business.

. Specifying the problem for a given business.

. Data requirements.

. Risk management of financial business.

. Invesiment management of Insurance Firms.

b = I Y - L L

Course Syllabus:

Unit 1 = Introduction (12 Periods)

How to do a professional job, Stakeholders, External environment, Introduction to
financial products, Cash-flows of simple products

Unit 2 — Project Management and Money Markets {14 Pericds)
Contract Design, Project Management, capital project appraisal, Money Markets, Bond
Markets, Equity Markets, Property Markets, Futures and Options, Collective Investment
schemes, Overseas markets

Unit 3 = Economic Influences on Investment Markets and Asset Valuation

(18 Periods)
Economic influences on investment markets, Other influsnces on investment markets,
Relationship betweean retums on asset classes, Valuation of individual investments,
Valuation of asset classes and portfolios

Unit 4 — Investment Strategy (8 Periods)
investment strategy — institutions, Individuals, Developing an investment strateqgy

Total (52 periods)
KEY TEXT BOOK

Faul Sweeting Financial Enterprise Risk Management —Cambridge University Press,
2011, ISBN: 8780521111645, (Chapters: 2, 3, 5, 11)

REFERENCES
1: Gemmell, J. R.; McAusland, G. 5.; Shah, H. M. et al. (2000). Demystifying
CapitaiManagement in the Life Assurance Industry, SIAS, London,

2, Goford, J. (1985). The Control Cycle: Financial Control of a Life Assurance
Company. J55, 28, 86-114.
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AS-ARMA Actuarial Risk Management 2 -Advanced 4 Credits
Prerequisite: AS-ARM - Actuarial Risk Management — Foundation

Course objectlves:

The aim of the Actuarial Risk Management subject is that the candidate should understand
strategic concepts In the management of the business activities of financial institutions and
programmes, including the processes for management of the various types of nsk faced,
and be able to analyse the issues and formulate. justify and present plausible and
appropriate solutions to business problems.

Course Dutcomes: On the completion of this subject, the candidats will be able to
understand
1. Producing the solution for a given business problem
1.1 Modeliing
1.2 Assumption setting
1.3 Expenses
1.4 Developing the cost and the price
1.5 Investment managemaent
1.6 Provisioning
1.7 Relationship between assets and liabilities
2. Living with the solution
3. Monitoring of the salution results
4. Have an understanding of the principal terms used in financial services and nsk
managemeant

Course Syllabus:

Unit 1 — Modelling and Monitoring {12 Periods)
Modelling, Data, Setting assumptions, Expenses, Pricing and financing strategies.

Unit 2 - Liabilities (14 Periods)
Dizcontinuance, Valuing liabilities - Foundation, Vaiuing liabilities - Advanced,
Accounting and Disclosure, Surplus and surplus management.

Unit 3 — Risks and Risk Management Process (18 Periods)
Sources of risk, Risks in benefit Schemes, Pricing and insuring risks. Risk Managemeant
Process — Foundation, Risk Management Process — Advanced

Unit 4 — Risk Management Tools and Capital Management (8 Periods)
Risk Management Tools - Foundation, Risk Management Tools = Advanced, Capital
Management — Foundation, Capital Management = Advanced, Monitoring

Total (52 periods)

KEY TEXT BOOK

1. Financlal Enterprise Risk Management — Paul Sweeting, Cambridge University Press,
2011. ISBN: 9780521111645, (Chapters: 7, 11, 16, 14, 18, 18)
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REFERENCES

i Gemmell, J. R.; McAusland, G. §_; Shah, H. M. et al, (2000). Demystifying
CapitalManagement in the Life Assurance Industry. SIAS, London.

2. Gotord, J (1885) [he Control Cycle: Financial Control of a Life
AssuranceCompany. JSS, 28, 99-114.

AS-ERM Enterprise Risk Management 4 Credits

Course objectives:

The aim of the Enterprise Risk Management (ERM) is to instill in students the key
principles underlying the implementation and application of ERM within an organisation,
including governance and process as well as quantitative methods of risk measurement
and modelling. The student should gain the ability to apply the knowledge and
understanding of ERM practices to any type of organisalion,

Course Outcomes:

On completion of this subject the students will be able to understand:
1. ERM Concept and Framework

2. EEM Process

3. Risk Categories and Classification

4. Risk Modeliing and Aggregation of Risks

5. Risk Measurement and Assessment

6. Risk Management Tools and Techniques

Course Syllabus:

Unit 1 - COMPONENTS OF ERM (12 Periods)
Introduction to ERM, ERM processes and structures, Risk policy, Maonitoring and

communication of risk, Stakeholders, Governance fassurance functions and the role of
the CRO

Unit 2 - RISK AWARENESS (9 Pariods)
Business analysis, risk identification and initial assessment, Introduction to risk
measuremant

Unit 3 - RISK MODELLING (18 Periods)
Introduction to risk modeling, Statistical distributions, Time series analysis, Copulas,
Fitting models, Extreme value theory, Use of models in ERM

Unit 4 - RISK ASSESSMENT (13 Periods)

Assessment of market risks, Asssssment of credit risks, Assessment of operational risks,
Azsesement of other risks

(52 periods)
TEXT BOOKS
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1. James Lam, Enterprise Risk Management from Incentives to Controls (Second
edition), Wiley, 2015, ISBN: 8781118413816, (Chapters: 1, 3, 5, 9, 15, 20, 23)

2. Paul Sweeting, Financial Enterprise Risk Management ~Cambridge University Press,
2011, ISBN: 87805211116845. (Chapters: 3, 10, 11, 12, 13, 14, 17, 21)

REFERENCES

1. Robert J Chapman, Simple Tools and Techniques for Enterprise Risk Management
= Wiley, 2006. |ISBN: 0-470-014668-0

2. McNeil, Frey & Embrechts, Quantitative Risk Management; Concepts, Techniques
and Tools — Princeton University Press, 2005. ISEN: 0-691-12255-5
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1. C++ Programming 4 credits

Course objectives: Following are the objactives of the course

1. To understand the vanous Conirol Structures, Functions, Amrays, Pointers.

2. To learn the basic principles of object-oriented programming such as creating classes
and objects, constructors and destructors

3. To enhance problem solving and programming skills in C++ with extensive
programming exercises.

4. To become familiar with the LINUX software development environment.
Course Qutcome: Upon completion of this course, students should be able to:

# Write a pseudo code for a given problem and covert the same to a C++ program
that works,

s Discover errors in a C++ program and to fix them using proper tools and
methodology.

» Critique a C++ program and describe ways to improve it
« Choose and apply the required Linux commands to develop C++ programs in a

command-line environment.

Course Syllabus:

Unit 1: {20 periods)
Evolution of Programming methodologies, Introduction to OOP and its basic fealures,
Basic components of a C++, Program and program structure, Compiling and Executing
C++ Program. Selection control statements in C++,

Unit 2: (22 periods)
Data types, Expression and control statements teration statements in C++, Introduction
fo Arrays, Multidimensional Arrays, Strings and String related Library Functions,

Unit 3: (22 periods)
Functions, Passing Data to Functions, Scope and Visibility of variables in Functions,
Structures in C++,

Unit 4: (24periods)
Creating classes and Abstraction: Classes objects, data members, member funchons, this
Pointer, Friends, Friend Functions, Friend Classes, Friend Scope, and Siatic Functions.

Unit 5: (16 periods)
Constructors and Destructors, Statil;l I’H'H:I;_'i-EblEE and Functions in class,
To A (104 periods)
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Reference Texts:

1. C++ Primer Fifth Edition, Stanley B.Lippman, Josee Lajoie, Barbara E Moo, Pearson
Education, 2012

2. Programming with C++ Third Edition, John R.Hubbard, Schaum’s outlines, McGraw
LI, 2000.

3, C++ How To Program Tenth Edition, Paul Dietel , Harvey Deitel, Introduction to New
C++14 standards, 2016

Suggested Readings:
1.The C++ Programming Language, 4th Editionby Bjarne Stroustrup, 2013,
2. C++: The Complete Reference, 4th Edition by Herbert Schildt, 2017,

3. Problem Solving with C++ by Pearson by Savitch Walter, 2017,

2, Advanced C++ Programming 4 Credits

Prerequisite: Basic introduction to C++

Course objectives: Following are the objectives of the course

1. To impart advanced features of object oriented programming such as data abstraction
and information hiding, Polymorphism, Inheritance, and dynamic binding of the
meassages to the mathods.

2. To leamn the principles of object-oriented design and software engineering in terms of
software reuse and managing complexity.

3. To enhance problem solving and programming skills in OOD with extensive

programming exercises,
Course Outcome: Upon completion of this course, students shouid be able to:

e Explain about OOPS concepts that were used in a program and their relevance.,

» Write a pseudo code for a given problem and covert the same to a C++ program that
works.

» Discover errors in a C++ program and to fix them using proper tools and methodology.

s Critique a C++ program and describe ways to improve it.

¢ Choose and apply the required Linux commands to develop C++ programs in a

command-line environment.

!
Coyrse Syllabus:
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Unit 1: (16 periods)
Operator Owverloading in C++, Overloading Unary Operators, Overloading binary
operators.

Unit 2: {16 periods)
Inheritance in C11, Types of Inheritance, Mointers, Objects and Mointers, Multiple
Inhertance.

Unit 3: {16 periods)
Virtual Functions, Polymorphism, Abstract classes,

Unit 4: {12 periods)
Flies and streams in C++: Character and String input and output to files, Command Line
Arguments and Printer Qutput.

Unit 5: (10 periods)
Standard input and output operations: C++ iostream hierarchy, Standard Input/cutput
Stream Library, Organization Elements of the iostream Library, Programming using
Streams, Basio Stream Conceapis,

Unit B: {12 periods)

Class templates: Implementing a class template, Using a class template, Function
templates, | Template instantiabion, Template parameters, Static members and variables,
Templates and friends, Templates and multiple-file projects.

Unit 7: {10 periods)
Standard Template library: Containers, iterators and application of container classes.

Unit 8: {12 periods)
Exception handling: Throwing an exception, catching an exception: The try block,
Exception handlers, Exception specification, rethrowing an exception, uncaught
exceptions, Standard exceptions, Programming with exceptions.

Total {104 periods)

Reference Texts:

1. C++ Primer Fifth Edition, Stanley B.Lippman, Josee Lajoie, Barbara E.Moo, Pearsocn
Education(Low priced Edition), 2012

2. Pragramming with C++ Third Edition, John R.Hubbard, Schaum's outlines, McGraw
Hitl, 2017

3. C++ How To Program Tenth Edition, Paul Dietel , Harvey Deitel, Introduction to New
C++14 standards, 2016

Suggested Readings:

1.Tha C++ Programming Language, 4th Editionby Bjarne Stroustrup, 2013
2, C++: The Complete Reference.4th Edition by Herbert Schildt, 2017
Prgblem Solving with C++ by Pearson by Savitch Walier, 2017.
o : o)
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4. Data Structures and Algorithm Analysis in C++ 3"Edition, Mark Allen Weiss, Pearsan,
2005,

3. Programming in Python 4 Credits
Course Objectives;

= Basics of programming computers using Python 3

e To prepare students for advanced programming courses

s To impress upon students why Python is popular among programming languages by
describing its features like dynamic typing, easy Object oriented programming
interface, open source, availability of plethora of packages for plethora of domains
written in python and powerful regular expressions package.

Course Qutcomes: At the end of the course, students should be abis to

® program computers using python.

s appreciate and appropriately use the powerful data structures like lists, sets, tuples
and dictionaries provided by pythan,

» Use exception handling to write good programs that can gracefully exit on
excaptions.

¢ LUse python debugger to trace python program.

o Evince deep interest and enthusiasm to attempt projects by preferring python.

Course Syllabus:

Unit 1 - Introduction To Python (6 periods)

Instaliation and Working with Python, Understanding Python varighbles, Python basic Operators,
Understanding python blocks

Unit 2 - Python Data Types |7 periods)
Declaring and using Numeric data types - int, float, complex Using string data type and string
operaticns, Defining list and list slicing, Use of Tuple data type

Unit 3 - Python Program Flow Control (10 periods)
Conditional blocks using if, else and elf, Simple for loops in python, For loop using ranges, string,
izt and dictionaries, Usa of while loops in pythen, Loop manipulation using pass, continue, break
and alse, Programming using Python conditicnal and loope block

Unit 4 - Python Functions, Modules And Packages (9 periods)
Crganizing python codes using functions, Organizing python prajects into medules, Importing own
module as well as external modules, Understanding Packages, Powerful Lamda function in python,
Programming using functions, modules and external packages

Unit 5 - Python String, List And Dictionary Manipulations (12 periods)
Building blocks of python programs, Understanding string in build methods, List manipulation in
build metheds, Dictionary manlpulation, Programming using string, list and dictionary in build
functions

Unit 6 - Python File Operation (8 periodsa)

Reading config files in python, Writing log files in python, Understanding read functions, read(),
readilna[:n and rEEdHr'IE-E[:I Undmtandmg write l'i.ﬂ'bdmns wntan{j and writelines(), Manipulating file
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Unit 7 - Python Object Oriented Programming — Oops {10 periods)
Concept of class, object and instances, Constructor, class attibutes and destructors, Real time
use of class in live projects, Inheritance, overlapping and overloading operators, Adding and
refrieving dynamic attributes of classes, Programming using Oops support

Unit 8 - Python Regular Expression {12 perioda)
Powerful pattern matching and searching, Power of pattern searching using regex in pylhoen, Real
time parsing of networking or system date using regex, Password, amail, url validation using
ragular expression, Pattern finding programs using regular expression

Unit @ - Python Exception Handling {10 Periods)
Avoiding code break using exception handling. Safe guarding file operation using excaption
handling, Handling and helping developer with eror code, Programming using Exception handiing

Unit 10 — Introduction to Python Debugger {4 periods)
Unit 11 - Project {16 Periods)
Total 104 periods

Reference Texts and Suggested Reading:

1.https firealpython comfiearning-pathsipython3-intreduction
2 hitos Sheeenw pvthon-course sulpylhond courss php

3. hitp:ide dr-chuck com/pythoniearn'EN _ us’pythionlearm, pdt
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4. Numerical Methods and Simulation Lab 4 credits

Course Objectives: The diversity of the real world problem reguires one to master several
computational methods. Several methods based on sound mathematical principles have
to be learmnt and mastered in order to handle, simutate and expanment with a particular
mathematical model, Such methods include optimisation, interpolation, prediction, linsar
algebra, differential equations and stochastic methods. This course covers some of these
topics and provides a platform for the student to learn the aspeclts of modelling, simulations
and obtaining approximate solutions to real world problems

Course Qutcomes: Upon completion of the course,

1. student can demonstrate an understanding of common numerical methods and how to
obtain approximate solutions of certain mathematical problems.

2. student can derive numerical methods to solve basic operations such as interpotation,
integration and differentiation.

3. student will be able to construct linear and non-linear models, obtain and interpret their
solutions.

4, student can parform monte carlo simulations.

Course Syllabus:

Topics:

Basic approach to numerical approximation of solutions to scientific problems.
10 Periods

Optimization: Linear and Quadratic Programming 20 Periods

Interpolation: Polynomial and spline interpolation 20 Periods

Numerical Integration and differentiation 10 Periods

Lingar and Nonlinear algebraic systems 20 Periods

Maodelling and solution of sparse eguations 14 Periods

Randomized algorithms: Monte carlo Simulations 10 Periods

Total 104 periods

Reference Texts:

1. A Greenbaum & T. P. Chartier, Numernical methods, Princeton University Press, 2012,
2. W. Cheney & D. Kincaid, Numerical Mathematics and Computing, Thomson, 2004,

3. D. P. O'Leary, Scientific Computing with Case Studies, SIAM, 2008.

L N

122

Appliga bl fram the scadenic yesr 200118 awwwnils




5. Introduction to SageMath Programming 4 credits

Course Objective: Thiz lab introduces students to SageMath programming, without assuming
that the students are familiar with any programming language,

Course Oulcome: Upon completion of s cowse, sludenls will be able Lo appeciale he
assistance of computers and programming in understanding mathematical concepts.

Course Syllabus:

Basic Pythan: Syntax, programming constructs, function calls, Coliection data types such as list,
set, dictionary, tuple. {12 periods)

Basics of Sage: Instaliation, Using Sage as a sophisticated scientific calculator. (5 periods)

Function plots: 2D-Plotting and 3D-Plotting, ({7 periods)
Basic Rings and Fields: Integers and Rational Numbers, Real and Complex Numbers, Finite
Rings snd Figlds, Polynomials. {20 periods)
Linear Algebra: Viectors, Matrices, Vector Spaces. (20 periods)
Mathematical Structures; Graups, Rings. {20 periods)
Symbaolic Computation: Symbolic Expressions, Symbolic Equations, Symbolic Calculus,
Symbaolic integration (10 periods)
Miscellaneous: Graph Theory, Galois Fislds, Eliptic Curves {10 periods)
Total: 104 periods

Reference Texts:

1. Sage Tutorial by The Sage Development Team.
hittp:/ldoc. sagemath. org/pdffenftutorialfSage Tutorial. pdf
2, Sage for Linear Algebra by Robert Beezer,
http:ifinear. ups.edufdownloadffcla-2. 22-sage-4.7 . 1-preview, pdf
3. Sage for Abstract Algebra by Robert Beezer,
hitp:/fabstract ups.edu/download/aata-20111223-sage-4.8.pdt
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6. Symbolic Computing in SageMath 4 credits

Course Objective: This lab course deals with symbolic computations of various algebraic
structures such as polynomials, power series, groups, rings, fields and modules. Many
insights on these structures are obtained through experimentation. The course has a
special emphasis on the 'big’ theorems of Modern Algebra. SAGE (Software for Algebra
and Geomatry Exparimentation), an open source software is used in the lab.

Course Oufcome: Upon completion of the course,

1. student would learn how to use the libraries of SAGE to create and work with several
algebraic structures.

2. student can experiment with some of the theorems in their Algebra textbook.

3. student will cultivate the art of conjecturing through their observations based on their
expariments.

Course Syllabus:

Folynomiais and Formal Power Series: Symbolic operations on polynomials and power
series of one or more variables 20 Periods

Group Theory: MNormal Subgroups, Homomorphism, fundamental theorem of
isomorphism, Sylow's Theoram, Conjugacy classes of the symmetric group, Examples of
named groups such as Sn, An, Dn, Dih{G), KleinFourGroup, Rubik's Cube group.

30 Periods

Ring Theory: Prime and Maximal Ideals, Ring homomorphism, fundamental theorem of
isomorphism, fraction field of integral domains, Galois field, "algebraic' derivative, Nurnber

Fields, Field extensions, Galois theory 30 Periods

Commutative Algebra: Noetherian Rings and Modules, Function Fields, Grobner Basis
24 Periods

Total: 104 Periods

Referance Texts:

1) SAGE Reference Manual, https/fdoc. sagemath org/pdiienireferance/

2) Beazer, R., SAGE for Abstract Algebra,

hitp:#abstract. ups.edu/download/aata-20111223-sage-4.8 pdf
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7. Introduction to MATLAB Programming 4 credits

Course Objectives: The objectives of this software lab course are to introduce coding on
MATLAB software lo students who have chosen Mathematics as their Stream Core. The
main aim is to make them use MATLAB not just as a computing software but also as a

programming and visualizing platform, This Is mainly to make students visually see the
theory that they have already studied.

Course Qutcomes: After going through this software lab, a student will be able to;

* Use MATLAB as a basic arithmetic, computing and plotting platform.
s ‘Write functions on MATLAR and run them

e Use Symbolic methods to perform calculus and solve differential equations.

Course Syllabus:

Linit 1 - First Steps in MATLAB 10 periods
Starting MATLAB, Matrices, Vanables, Plotting Vectors,
Command Line Editing, Smart Recall

Unit 2 — Matrices 10 periods
Typing Matrices, Concatenating Matrices, Useful Matrix Generators

Subscripting, End as a subscript, Deleting Rows or Columns
Matrix Arithmetic, Transpose

Unit 4 - Basic Graphics 10 periods
Plotting Many Lines, Adding Plots, Plotting Matrices

Clearing the Figure Window, Subplats, Three-Dimensional Plots

Unit § - Graphics of Functions of Two Variables 10 pericds

Basic Plots, Colour Maps, Colour Bar, Good and Bad Colour Maps
Extracting Logical Doemains, Nonrectangular Surface Domains

Unit 6 - M-Files 15 periods
Scripts, Functions, Flow Control, Comparing Strings

Unit 7 — Polynomials, Curve Fitting and Interpolation 10 periods

Unit 8— Three Dimensional Plots 15 periods

Line Plots, Mesh and Surface Plots, Plots with Special Graphics

The View Command

Unit 8 — Symbaolic Math 24 periods

Symbolic Objects and Symbolic Expressions
Changing the form of An Existing Symbolic Expression
Sclving Algebraic Expression, Differentiation, Integration

Solving ODE's, Plotting Symbolic: Expressigns, Numerical Calculations with Symbaolic
Expressions ,
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Total 104 periods

Reference Texts:

1. Andrew Kinght Basics of MATLAB and Bayonhd, Chapman & HallCRC, 2000,
2. Amos Gilat, MATLAB: An Introduction with Applications, Fifth Edition, Wiley, 2015.

Suggested Reading:

Standard Online Courses dealing with the Basics of MATLAB,

E
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8. Advanced MATLAB Programming 4 Credits

Prerequisites: Introduction to MATLAB programming

Course Objectives: This course takes off from the intreductory MATLAB coursa and alms
to impart certain advanced concepts of MATLAB programming to equip the student batter
for realistic programming challenges,

Course Qutcomes: By the end of the course, the student should be able o handle a
MATLAB programming task of medium level difficulty like creating an app in the field of his
choice. The student will also appreciate the nuances of MATLARB, the advanced features
it offers and ceriain pitfalls associated with this unigue platform which make him a more
knowledged programmer.

Course Syllabus:

Toolboxes and area specific exploration 16 periods
Advanced data structures, advancad funclions 16 periods
Advanced plotting 8 penods
External interfacing and data import/export 8 periods
Profiling and debugging 8 periods
GUI and App creation 16 periads
Mini project J2 periods
Total {104 periods)
Reference Texts.

1. Stormy Aftaway, "MATLAB - A Practical Introduction to Programming and Froblem
solving”, Fourth edition, 2017, Butterwerth-Heinemann Publications
2. Online matenals.
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9. Introduction to OCTAVE Programmingé4 credits
Course Objective:

This course provides an intreduction to computing using Octave. It teaches how to use
Oclave lo perform calculations, plot graphs, and write simple programs. The close
compatibility of the open-source Octave! package with MATLAB2. which s heavily used
In industry and academia, gives the user the epportunity to learn the syntax and power of
both packages where funding and licence restrictions prevent the use of commercial
packages.

Course Outcomes:
After going through this software lab, a student will be able to:

1. scive linear and nonlinear problems numerically, and use this software for performing
other numerical experiments .

2. perform calculations, plot graphs, and write simple programs

3. solve easily a wide range of numerical problems, by allowing to spend more time
experimenting and thinking about the wider problem

Course Syllabus:
Unit 1:Introduction to Cctave Programming 10 periods

1.1 What is octave ?
1.2 Who uses Octave?
1.3 Why not use a ‘'normal’ high-level language, e.g. G++

Unit 2: Simple calculations 10 periods

2.1 Starting Octave
2.2 Octave as a calculator
2.3 Built-in functions

Unit 3: The Octave environment 10 periods

3.1 Named variables

3.2 Numbers and formatting

3.2 Number representation and accuracy
3.4 Loading and saving data

3.2 Repeating previous commands

3.6 Getting help

3.7 Cancelling a command

3:8 Semicolons and hiding answers

: Arrays and vectors 10 periods
128
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4.1 Building vectors

4.2 The colon notation

4 3 Displaying large vectors and matrices
4 4 Voctor creation functions

4.5 Exlracting elements from a vector

4 6 Vector maths

Unit 5:Plotting Graphs

5.1 Improving the presentation
5.2 Muitiple graphs
5.3 Multiple figures
5.4 Manual scaling
5.5 Saving and printing Tigures

Unit & Matrices

6.1 Matrix multiplication

6.2 The transpose operator

6.3 Matrix creation functions
B.4 Building composite matnces
8.5 Matrices as tables

6.6 Extracting bits of matrices .

Unit 7:Octave programming : Script files

7.1 Creating and editing a script
7.2 Running and debugging scripts
7.3 Remembering previous scripts

Unit & Control Statements 8 periods

8.1 if...else selection
8.2 switch selection
8.3 for loops

8.4 while loops |

Unit 8: Solving Ax=b 10 periods

9.1 Solution when A is invertible

9.2 Gaussian elimination and LU factorisation
9 3 Matrix divizion and the slash operator

9.4 Singular matrices and rank

8.5 lll-conditioning

8.6 Over-determined systems: Least squares
8.7 Example: Triangulation

Unit 10 : More graphs = 10 perinds

.o-'"'_'-'-
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10.1 Putting several graphs in one window
10.2 3D plots

10.3 Changing the viswpoint

10.4 Plotting surfaces

10.5 Images and Movias .

Unit 11: Eigenvectors and the 5.V.0 10 periods
11.1 The eigen funchon

11.2 The Singular Value Decomposition

11.3 Approximating maltrices: Changing rank

11.4 The svd function

11.5 Economy SVD

Total 104 periods

Reference Texts:

1. Dr. P.J.G. Long Introduction to Octave, Department of Engineering University of
Cambridge, 2005.

2. Mike James, A Programmers Guide to Octave, 2017,

Suggested Reading:

Standard Online Courses dealing with the Basics of Octave Programming:

w
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10. Advanced OCTAVE Programming 4 credits
Prerequisites. Introduction to OCTAVE programming

Course Objectives; This course aims to impart certain advanced concepts of OCTAVE
programming to equip the student better for practical programming challenges.

Course Outcomes: By the end of the course, the student would be able to handle an
OCTANE programming task in the field of his choles. The student will also appreciate the
nuances of OCTAVE, the ease of programming it offers, its compatibility with MATLAB
and its practices using this platform to solve a problem at hand.

Course Syllabus:

OCTAVE packages and area specific exploration 16 periods
Advanced data containers, advanced functions and seripts 16 periods
Advanced plotting 8 periods
External code interfacing, data import/export, MATLAB compatibility 8 periods
Erors, wamings and debugging 8 periods
GUl develcpment 16 periods
Mini project 32 perniods
Total (104 periods)
Reference Texts:

1. Oniine materials.
2. GNU Octave Docs

1H
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11. Data Analysis and Visualization using Python 4 Credits

Course Objectives:
» Understanding the following tools in Pythen
- MNumPy
= Pandas
=  malplotib
» Using Python for data visualization

Course Qutcomes: Upon completion of the course, the students would be able to
« Understand structured and unstructured data.
+ Develop Data analytic skills.

Course Syllabus:

Unit 1; NumPy Basics 20 periods
The NumPy ndarray, Universal Funclions: Fast Element-wise Array Functions, Data
Processing Using Arrays, File Input and Output with Arrays, Linear Algebra, Random
Number Generation, Random Walks

Unit 2: Getting Started with Pandas 20 periods
Introduction to pandas Data Structurss. Essential Functionality, Summarizing and
Computing Descriptive Statistics, Handling Missing Data, Hierarchical Indexing, Integer
Indexing, Panel Data

Unit 3: Data Loading, Storage and File formats 16 periods
Reading and Writing Data in Text Format, Binary Data Formats. Interacting with HTML
and Web APls, Interacting with Databaszes

Unit 4: Data Wrangling: Clean, Transform, Merge, Reshape 10 paricds
Combining and Merging Data Sets, Reshaping and Pivoting, Data Transformation, String
Manipulation

Unit 5: Pletting and Visualization 10 periods
A Brief matplotiib APl Primer, Plofting functions in Pandas, Plotting Maps, Python
Visualization Tool Ecosystem

Unit &: Data Aggregation and Group Operations 10 periods
GroupBy Machanics, Data Agaregafion, Group-wise Operations and Transformations,
Pivot Tables and Cross-Tabulation,

Unit 7: Time Series 18 periods
Date and Time Data Types and Tools, Time Series Basics, Date Ranges, Frequencies
and Shifting, Time Zone Handling, Periods and Period Arithmetic, Resampling and
Frequency Conversion, Time Series Plotting, Moving Window Functions

Total 104 periods
Reference Texts: Python for Data Analysis by Wes McKinney, October 2012, First Ed
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12. Mathematical Methods in Data Mining using Python 4 Credits

Course Objective: The course objective is to introduce practical experience of coding
gome simple data mining tasks/algorithms.

Course Qutcome:
By the end of this course, students will be able to:
= |mplement basic daprograms for linear regression and classification,

. Implement clustering algorithms such as K-means and density based.
. Implement association rule mining algorithm.
Course Syllabus:
Unit 1: Installing Python and lpading sample datasets (4 penods)
Unit 2: Basic Linear regression examples (6 periods)
Unit 3; Logistic and polynomial regression (8 periods)
Unit 4: Classification examples (6 periods)
Unit 5; Some standard technigues for classification (£4 penods)
Unit & Clustering techniques (16 periods)
Unit 7: A mini project (40 perods)
Total (104 periods)
Reference Texts:

1. Online material

2. Learning Data Mining with Python: Use Python to Manipulate Data and Bulld Predictive
Models, 2nd Edition by Robert Layton, 2017.
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13. SQL Programming 4 Credits

Course Objectives:
Relational Database is the most popular form of stering data in the industrial scenario; SUL
programming provides that skill to students,

Course Outcomes: On completion of the course, a studant can

s Creats, manipulate and understand a relational database

s Understand most popular database ke Oracle, in addition to popular programming languages
for problem solving and software design.

o Perform the lab assignments on database.

Course Syllabus:

Unit 1 - Introduction to SQAL. 4 periods
What is SQL? What is ANSI SQL? Basics of the RDBMS Types of SOL commands:
DDL, DML.

Unit 2 - Data Definition Language 18 periods

VWhat is Data? What are database objects? What is a schema?, The SQL statement
CREATE TABLE. List the data types that are available for columns: character,
numeric, date, large objects (LOBs). Creating CONSTRAINTS in the CREATE
TABLE stastement, types of CONSTRAINTS. ALTER TABLE and DROP TABLE
commands. Creating a table from an existing table.

Unit 3 - Data Manipulation Language 15 periods
Cverview of data manipulation: INSERT/AUPDATE/DELETE rows in a table, default
column list, enumerated column list. Control transactions: COMMIT, ROLLBACK,
SAVEPOINT. Inserting data from another table.

Unit 4 - Data Retrieval, restricting and sorting 15 periods
The SELECT statement—an example. The WHERE clause, boolean logic,
additional WHERE clause features (IN, BETWEEN, 1S NULL/AS NOT NULL). Order
by clause.

Unit 5 - Specialized Functions 6 penods
Character functions, number functions, date functions, conversion functions.

Unit & - Aggregate Functions 10 periods
COUNT, SUM, MINMAX, AVG. Group data by using the GROUP BY clause: mulfiple
columns, ORDER BY revisited, nesting functions. HAVING clause.

Unit 7 - Joins 8 periods
Types of joins: inner joins, outer joins, natural joins.

14 periods
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Define subgqueries. Types of subqueries: single-row subgueres, mulfiple-row
subguerles, multiple-column subguery. Correlated subqueries. Sel operators:
UNION, UNION ALL, INTERSECT, EXCEPT (MINUS).

Lnit 9 - Views and Normalization 14 periods
Create and use simple and complex views. Normallzation: before the first normal
form, the first normal form, the second normal form, the third normal form, higher

normal forms. Integrity rules; general integrity rules, database-specific integrity
rules.

Total 104 periods

Reference Texts:

1. Abraham Silberschatz, Henry F. Korth, 8. Sudarshan. Database System Concepts Vth
edn, Tata McGraw Hill, 2005.

Suggested Reading:
1. Connolly and Begg, Database Systems: A Practical Approach to Design,
Implementation, and Management, 1\Vth Edition, Pearson Education, 2005.
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14. Core Java Programming 4 Credits
Course Objectives:

This Course will introduce the students to Java Programming envircnment. This will enable
students to be exposed to code, execute and configure core java programs on a
standaione system. All the Object Criented Programming concepts are deeply covered
and implemented in various lab sessions. Few of the programming design patterns are
also covered,

Course OQutcomes:

Al the completion of this course, the student will be able to have:

. Good understanding of Java environment

. Good pregramming skills in Java on various topics like networking, streams,
muiti-threading, 10s and Collections.

. Hands on experience in labs and assignments on all the advanced topics of

Core Java like developing TCP Server and Client programs and
multi-threading.

" Mini Project on TCP Server and Client with various services provisioning.
Course Syllabus:
Unit 1: (4 panods)
Introeduction to Java environment
Unit 2: (B penods)
Access Modifiers, Control staternents, Java Classes, Enums
Unit 3: (12 periods)
Introduction to O0OPs and Java AP
Unit 4. (10 periods)

Implementing Inheritance, Arrays

Unit &; (12 perinds)
Introducing Interfaces

Linit 6 (10 periods)
Java Packages and Modules

Lnit 7: (10 penods)
Java Exceptions

Unit 8: (10 periods)
Java Generics and Collections Framework

Unit 9: (& periods)
Inner Classas :

136

e peasdomic year 21338 ﬂi_i;'lﬂll A




Unit 10: (8 periods)
10 streams and Networking

Unit 11: (12 periods)
Threads, Lambdas
Total (104 MPeriods)

Reference Texts:

1. Bruce Eckeal, Thinking in Java, Fourth Edition, Prentice Hall, 2006.

W W

15. Operating Systems Lab 4 Credits

Course Objectives:

This course will introduce students to the basic and advanced features of the LUnix
Operating System like, OS5 File system, Events generation and handling, Processes and
their environment, Inter-process communication mechanisms. Students with a C
background will code/program and familiarize with the programmatic perspective of the
Unix Operating system. They will perform some basic to advanced coding to customize
and interact with the underlying OS5, Students are introduced to the Unix OF library and
utilize them to accomplish certain tasks with system level calls and features.

Course OQutcomes: Al the completion of the course the student will be able to

L] Litilize Unix OS5 system Library and the C Standard Library to access/manipulate
the file system and internal data structures, ate,

. Understand and apply Multithreading concepts, Inter-process communication
mechanisms like, Pipe, FIFO, Shared Memory, Semaphores.
. Understand and implement concepts to creale processes, child processes, data

structures used and invoke system libraries to manipulate process.

. Code to generate the Signals, and handle the Signals, different types of Signals
generated by Kernel.

Course Syllabus:

LUnit 1 : Introduction {16 Penods)
UNIX System Overview, UNEX Architecture Files and Directories, Input and Cutput,
Error Handling, Signals, Time Values, System Calls and Library Functions

Unit 2 ; File }O (20 Periods)

File Descriptors, open and open at Functions, creat Function, close Function, lseek
Function, read Function, wnte Function, WO Efficiency. File Sharing, dup and dup2
Functions syng, fsyne, and fdatasync Functions, fentl Function

Unit 3: Files and Directories (20 Periods)

atat, fetat, fatatat, and Istat Functions, File Types, File Access Permissions,

Ownership of New Files and Directories. chmaod, fchmaod, and fehmodat Functions,
chown, fchown, fchownat, and Ichown Functions, link, linkat, uniink, unlinkat, and remove
Funetions, Creating and Reading Symbaolic Lin gdmng Directories, chdir, fchdir, and
getcwdl Funclions, Device Specsal Files

—
—
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Unit 4: Process Control {26 Periods)

fork Function, vfork Function, exit Functions, wait and waitpid Functions,

wailid Function, wait3 and waitd Functions, Race Conditions, exec Functions, Interpreter
Files, systam Function

Unit 5 Inter Process Communication {12 Periods)
PIPES, FIFOsg, Semaphores, shared Memory

Unit B: Signals (10 Periods)

signal Function, Unrelable Signals, Interrupted System Calls, Reentrant Functions,
SIGCLD Semantics, kill and raise Functions, alarm and pause Functions, sigprocmask
Function, sigpending Function, sigaction Function, sigsetjmp and siglongjmp Functions,
sigsuspend Function, sleep, nanosleep, and clock_nanosleep, siggueue Function

Total {104 periods)

Reference Texts:
1. W. Richard Stevens Stephen A. Rage, Advanced Programming in the UNIX
Environment, Third Edition, 2013,

16. Actuarial Mathematics using R Credits 4

Course Objectives: Following are the objectives of the course
1.Describe and use statistical distribution for risk modeling

2 To enhance problem solving and programming skills in R with extensive programming
Bexercises.

Course Qutcome: Upon completion of the course, the students will be able to

1. Explain about the various statistical concepts that were used in a program and their
relevance

2. Create an algorithm for a given problem and implemeant the same in R.

3. Discover errors in a R program and to fix them using preper tools and methodology

4. Critigue a R program and dascribe ways to improve it.

5. Predict or describe the patterns in data using machine learning technigues in R.

Course Syllabus:

Unit 1 {16 Periods)

Evolution of programming methodologies, Introduction o R and its basic features, Basic
components of R, Program and program structure, Compiling and executing R
program,Data Science Overview, Introduction To Business Analytics, Business Decisions
And Analytics, Types Of Business Analytics, Applications Of Business Analytics

Unit 2: {10 Periods)
Importance Of R, Data Types And Variables In R, Operators In R, Conditional Statements
In R.Loops In R, R Script, Functions In B

Unit (10 Periods)
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Overview of Data Structures, ldentifying Data Structures, Deme ldentifying Data
Structures, Assigning Values To Data Structures, Data Manipulaton, Demo Assigning
Values And Applying Functions

Unit 4: {10 Periods)
Introeduction To Data Visualization, Data Visualization Using Graphics In R, Ggplot2, File
Formats Of Graphic Outputs

Unit 5 (10 Penods)
Introaduction To Hypothesis, Types OF Hypothesis, Data Sampling, Confidence And
Significance Levels

Unita: (10 Periods)
Hypothesis Test, Parametric Test MNon-Parametric Test Hypothesis Tests Aboul

Population Means, Hypothesis Tests Aboul Population Variance, Hypothesis Tests About
Population Proportions

Unit 7: (10 Periods)
Intreduction To Regression Analysis, Types Of Regression Analysis Models, Linear
Regreasion, Demo Simple Linear Regression, Non-Linear Regression, Demo Regression
Analysis With Multiple Variables, Cross Validation, Non-Linear To Linear Models, Principal
Componant Analysis, Factor Analysis

Unit 8 {10 Perods)
Classification And Hs Types, Logistic Regression, Support Vector Machines, Demo
Support Vector Machines, K-Nearest Neighbours, Naive Bayes Classifier, Demo Naive
Bayes Classifier, Decision Tree Classification, Demo Decision Tree Classification,
Random Forest Classification, Evaluating Classifier Models., Demo K-Fold Cross
Validation

Unit 9: (10 Periods)
Introduction To Clustering, Clustering Methods, Demo K-Means Clustering, Demo
Hierarchical Clustering

Unit 10: (8 Periods)
Association Rule,Apriori Algorithm, Demo Aprori Algorithm

Total {104 Periods)
Reference Texts:

1. Arthur Charpentier, Computational Actuarial Science with R, Serles: Chapman &
HallCRC The R Series, Publisher: Chapman and HallCRC, Year. 2014. ISBN:
14665025081 8781466562590

2. G. Grolemund, H. Wickham, R for Data Science, O'Reilly Media, 2017
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17. Actuarial Mathematics using SAS Credits 4

Course Objectives: Following are the objectives of the course
1.Describe and use statistical distribution for Risk modeling.

2.To enhance problem sclving and programming skills in SAS with extensive programming
SARICIZES.

Course Qutcomes: Upon completion of the course, the students will be able to:

1. Explain about the various statistical concapts that were used in a program and in
Risk modeliing.

2. Create an algorithm for a given problem and implement the same in a SAS
environment

3. Debug a SAS program and to fix them using proper tools and methodology.

4, Critically analyse a SAS program and describe ways to improve: it,

5. Predict and/or identify the pattems from the given data using Machine Leaming
Technijues in 5AS.

Course Syllabus:

Unit 1: (10 Periods)
Evolution of programming methodologies, Introduction to SAS and its basic features, Basic
components of SAS, Program and program structure, Compiling and executing SAS
program, Data Science Overview, Introduction To Business Analytics, Business Decisions
And Analytics, Types Of Business Analytics, Applications Of Business Analytics

Unit 2: (6 Periods)

What Is SAS, Navigating In The 5AS Console, SAS Language Input Files, DATA Step,
PROC Step And DATA Step — Example, DATA Step Processing, SAS Libraries, Demo -
Imparting Data, Demo - Exporting Data

Linit 3: (8 Penods)
Why Combine Or Modify, Concatenating, Interleaving, One - To = One, One - To - One
Merging, Data Manipulation, Modifying Vanable Altnbutes

it 4: {10 Periods)
Intreduction to PROC SQL, Retrieving Data From A Table, Demao - Retrieve Data From A
Table, Selecting Columns In A Table, Retrigving Data From Multiple Tables, Selecting Data
From Multiple Tables, Concatenating Query Results

Unit 5: (10 Periodg)
Introduction to SAS Macros, Need For SAS Macros, Macro Functions, Macro Functions
Examples, SQL Clauses For Macros, The % Macro Statement, The Canditional Statement

Units: (10 Periods)
Intraduction to Statistics, Procedures In SAS For Descriptive Statistics, Demo - Descriptive
otafistics, Hypothesis Testing, Variable Types, Hypothesis Testing — Process, Demo -
Hypothesis Testing, Parametric And Non - Parametric Tests, Parametric Tesis, Non -
Parametric Tests, Parametric Tests - Adyaisag@eAnd Disadvantages
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Unit 7 (10 Periods)
Introduction to Statistical, PROC, PROC Means - Examples, PROC FREQ, Demo - PROC
FREQ. PROC UNIVARIATE, Demo - PROC UNIVARIATE, PROC CORR, PROC CORR
Options, Demo - PROC CORR, PROC REG, PROC REG Options, Demo - PROC REG,
PROCG ANOVA, Demo PROGC ANOVA

Unit 8 (10 Periods)
Introduction to Data Preparstion, General Comments And Observations On Data

Cleaning, Data Type Conversion, Character Functions, SCAN Function, Date/Time

Functions, Missing Value Treatment, Various Functions To Handle Missing Value, Data
Summarization

Unit 9: (10 Periods)
Introduction ToAdvanced Siatistics, Infroduction To Cluster, Clustering Methodologies,

Demo - Clustering Method, K Means Clustering, Decision Tree, Regression, Logistic
Hegression

Unit 10: (10 Periods)
Need For Time Series Analysis, Time Series Analysis — Options, Reading Date And Date
time Values, White Noise Process, Stationarity Of A Time Series, Demo — Stages Of
ARIMA Modelling, Plot Transform Transpose And Interpolating Time Senes Data

Unit 11: {10 Periods)
Introduction to Designing Optimization Models, Need For Optimization, Optimization
Problems, PROC OPTMODEL, Optimization - Example 1, Optimization - Example 2

Total {104 Periods)
Reference Texts:

1. Lora D, Delwiche, The Little SAS Book, A Primer, Fifth Edition, 2012,

2. Ran Cody, Learning SAS by Example: A Programmer's Guide, Second Edition,
2007,
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APPENDDX
5. |Paper | Paper Title Employability | Entrepreneurial and | Relevance of the course
No | Code sactor other skills imparted | to local, national,
by the course reglonal and global
developmental noods
1 | PMAT- | Advancad Real Analysis Academia Analytical Mational mathematics
10 education
2 | PMAT- | Advanced Linear Algebra Academ:a, Problem solving, National programme on
102 industry eritical thinking Al, Global Al needs eic.
|scientists, software
developers)
3 | PMAT- | Commuiative Algebra Academia Analytical National mathematics
103 education
4 | PMAT- | Number Theary Academia Analytical, critical Malional mathematics
104(NT) thinking education
5 | PMAT- | Software Lab-| Programming, | Problem salving Atall lsvels
105 software
developmentl
6 |PMAT- | Functional Analysis Acadamia Analytical Naticnal mathematics
201 education
T | PMAT- | Probabdity and Stalistics Rcadama. Problem sabving, Malional programme on
202 Industry eritical thnkirg &1, Global Al needs ele.
[scienfists, softwars
devesopers)
B | PMAT- | Measure Theory Academia Analytical MNational mathematics
203(MT) education
8 | PMAT- | Theory of Ordinary Academia, Problem solving National (physicists,
204(TQ | Differential Equaticns Industry chemists efc.)
DE)
10 | PMAT- | Software Lab- Il Programming. | Problem soking At all levels
205 software
development
11 | PMAT- | Mini-project Ressarch Modeling/design, At all levels
206 Insfifutesiinal | problem solving,
yiics communacation, critical
thinking, analytical
reasoning
12 | PMAT- | Differential Geomelry Academia, National / international
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13 | PMAT- | Optimizaton Technigues Academ:a, Problem solving, MNational | infemnational
02 Industry analysis (scientists, Math Bbrary |
package davelopers)
14 | PMAT | Theory of Partiel Differentinl | Academin Analytical Natioral mathematics
303 Equations education -
(TPDE}
16 | PMAT- | Term paper Academia, Madeling/design, At all levals
305 Industry probiem sciving,
communication, critical '
thinking, analytcal
reascning 4
16 | PMAT | Dessertalion Academia, Modeling/design, At all levels !
405 Industry problem soiving, ik
communication, crifical i
thinking, analytica [
reasaning _
17 | PMAT- | Mathematical Modeling Academia, Problem salving, National / intemational i
401 Industry analysis (disease modeling,
pandemic spread and
impact analysis elc )
18 | PMAT | Computer Organization and | Industry Design, Problam National / international |
104{CS- | Desagn salving {Hardware design)
CoD) L
19 | PMAT | Computer Networks Icustry Design, Problem Natonal fintemational |
203Cs- solving, Analysis Iocal {Network design,
CM) security, troubleshoofing,
system admin)
20 | PMAT Systems Programming Industry Design, Problem Mational / international | |
20405 solving, Analysis iocal (periommance [
SP) optimizatin,
troubleshooting)
21 | PMAT | Dalabase systems Incliestry Design, Problem National ! internatianal /
03C3- salving, Analys:s local (Backend
DS} engineering for
digitizafion of big projects) .
22 | PMAT | Actuaral Mathematics Industry Specifying the problem, | Intermational level 7
104{AS- designing the solubon | Actuanal Professional
AM) a&nd manitaring the Course. Recognized as
experience top four universities in the |
world offering best i
actsanial program in 2022
23 | PMAT | Applied Statistical Methods. | Industry el ing the problem, | Internaticnal leve!
b 143 L
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203(AS- designing the solution | Actuarial Professional
ASM) and manitaring the Course. Recognized as
EXDENENCE iop four universities In the
waorld affering best
actuarial program In 2042
24 | PMAT | Actuarial Models Industry Specifying the problem, | Intemational level
J04[AS- designing the soluion | Actuanal Professional
AMOD) and maniorng the Course. Recognized as
BHpEienoe top four universities in the
world offering best
actuarial program in 2022
25 | PMAT | Financial Economics 45 Indiestry Specifying the problem, | Intemational lavel
303{AS- designing the solution | Actuarial Professional
FE) and monitoring the Course. Recognized as
EXpETiance top four universities in the
world offering best
actuarial program in 2022
26 | AGN-AT | Algebraic Topalogy Acadamia Analytical National mathematics
education
27 | AGN-AG | Algebraic Geometry Academia Analytical National mathematics
education
28 | AGN-SG | Symplectic Geometry Academia Analytical Mational mathematics
education
29 | AGN- Foundations on Algebraic Agademia Analytical, cribical Mational mathematics
FANT Number Theary thinkng education
0 | AGH- Analybc Number Theory Academia Analytical, critical Mational mathematics
ANT thinking education
31 | AGN-RM | Riemannizn Manifokls Academia, Prablem sofving, National | internation
Industry analysis (scienlisis)
32 | AGN-DM | Differenfiable Manifolds Academia, Probiem solving, Mational / intermational
Industry analysis {scientists)
33 | AGN- Mathematical Crypiography | Industry Analysis, critical Nafional / mtemational
CRYPT thinking, problem (digital security)
Q0 salving
34 | AA- Sobolev Spaces and Academia Aralylical Naticnal mathemabcs
SS5F Soholev Functions educatian
35 | AA-DT | Distribution Theory Academia Analytical National mathematics
education
36 | AA-ACA | Advanced Complax Ana]y:'sls: ' Mationa! {physicists elc.)
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graphics, AR, YR}

3 | Ab- Functional Analyiic Methods | Acadamia Analyfical Mational mathematics
FAMPD | for Partial Differential education
E Equations [
8 | A Spaciral Theory of | inear Aradamia Analytica National mathematics I
2Tl Operators aducabon
39 | At-HA | Hammonic Analysis Academia Analytical Mational mathematics %
education
40 | AACh | Complex Analysis Academia, Analytical, Problem Mationa (physicsts ele.)
Ivclustry soiving
41 | AA-TOP | Topology Academia Analytical National mathematics o
education -
42 | DEDS- | Dynamical Systems Academia, Analytical, Problem Mational (physicisis, 1
05 Industry solving chemists, biclogists etc.)
43 | DEDS- | Time Scale Academia, Analytical, Problem Mational (physicisls alc.) "
TS Inclizstry solving
44 | DEDS-E | Integral Equations Academia, Analytical, Probiam National (physicists, b
Industry soiving chamists, biologists etc.)
45 | DEDS- | Control Theory Academia, Analytical, Problem Nalional (physicists,
# Indusiry solving chermists, biclogisls etc.)
48 | DEDS- | Numerical Solutions af Asademia Analytical National mathematics
NSPDE | Partial Differential Equations gducation 1
47 | DEDS- | Stochastic Differeniial Academia, Problem solving National (physicists,
SOE Equations Industry chemists et
48 | AM-CY | Caloulus of Variations Academia, Problem solving National (physicists, :
fndusiry chemists eic.) B
43 | AM-FEM | Finite Elemant Methods Academia, Problem sclving Natianal (physicists
Industry chemists eic.) -
50 | AM-WA | Wavelet Analysis Academia, Frablem solving National (physicists, -
Industry chemists, computer
scientists ete )
51 | AM-ME | Mathematical Ecology Academia, Analysis, prediction Natianal | international
industry (weather, natural
calamities predicton and F
analysis) ]‘
B2 | AM- Mathematical Methods in Industry Analysis, problem Mational | internakionz! l['
MMIP Image Processing i T

Trars the apademic veir J923-20 gmwartls
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53 | AM- Numerical Methods in image | Industry Analysis, problem Naticnal ! intemational
NMIP Processing salving {computer animalion,
graphics, AR, VR)

g4 | AMIT brikeggradl Transforms Arademia, Analytical, Problem Mational (physicists,

Industry soiving chemists. biologists &ic.)

55 | AM-TAM | Techniques in Applied Acadsmia, Probéem solving National {physicists,

Mathemalics Incustry chemists elc.)

56 | AM-CS | Computational Statistics Industry Analysis, proolem Wational f intemational
saiving, algorithm (nearty ubiquitous in afl
design application domains)

57 | AM-CC | Convex Oplimization Academia, Prablem salving, National / intemational

Industry analysis {schenlists, Math library !
nackage developers)

58 | AM-GT | Game Theory Academia, Analysis, probiem Natianal / mtemational

Industry solving, critical (scientisis)
thinking, analytical
reasoning
59 | CS-Al Antificial Imefiigence Academia, Problem solving, Mational programme on
Industry critical thinking, Al, Ghobal Al needs el
anatytical reasoning {stiantists, zoftware
developers)

60 |CS-CG | Computer Graphics Industry Aralysis, prablem Mational | intemational
solving (computer animation,

graphics, AR, VR)

61 | CS-FLA | Formal Languages and Academia, analysis, design, National [ intemational

Automata Indusiry cagnition (computelrecognition
system design)

g2 | CS-PR | Pattern Recognition Academia, Problem solving, Wafional pregramme on

Industry mining information Al, Global Al needs elc.
(scientiats, software
developers)

63 | CSC Cryptography Industry Analysis, critical National / intemational
thinking, problem {digital security)
solving

64 | CE-MNN | Neural Natworks Acadenia, Probiem solving, National programme on

Inclusstry mining information Al, Global Al needs sfc.
(scientists, software
developers)

85 |CS- Mathematical Methods for National programme on

MMDM | Data Mining Al, Global Al needs efc.
7 | e (scientists, software
T
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66 | C5-DA | Design of Algorithms ficademia, analysis, design, Mational / intemational |
Industry cognifion {must need capability for
camputer scientists,
saftware engineers)
&7 | CS-08 | Operating Systems Industry Design, Problem National / international / {.
solving, Anafysis local {performans
oplimization, a
troublesheating) 3
68 | C5-QA | Quantum Algonthms Indusiry Design, Problem Mationalinternatonal
solving, Analysis {technodogy spead-up) (
69 | CS-WP | Web Programming 108 Indusiry Design, presentation, | Nationalfiniemational (
communication (web designers, full stack
developers)
70 | AS-GILH | General Insurance, Life and | Industry Specifying the problem, | Inlernational level [
Health Caontingencies designing the solution | Actuarial Professional
antd manitoring the Course. Recognizedas |
BXDEMENcE iop four universites in the
world offering besi .
actuanial program in 2022 :
71| A Actuarial Risk Management | Indusiry Specifying the problem, | Intemational level "
ARMF | 1 - Foundation designing the solution | Actuarial Professional
and menitoring the Course, Recognized as |
gxpenence top four universities in the |
world offerng bast
aciuanial program in 2022 r
72 | AS- Actuarial Risk Managemant | Industry Specifying fhe problam, | Infematicnal level
ARMA | 2 -Advanced desigring the solution | Actuarial Professional
and manitoring the Course. Recognized as
gxperience top four universities In the
waorld offering best
actuarial program in 2022
73 | AS-ERM | Enterprise Risk Management | Industry Specifying the problem, | Infemational kevel
designing the solulion | Actuarsl Professional

and menitoring the
gxperiance

Course. Recognized as
iop four universities in the
world offering best
actuarial program in 2022

Al Frai (he acailemic vear I003-I1 shwands

r } —
C Jhe Cod.

147

52RO A TTTTT T

e
¥

=



	M.Sc. Maths
	Maths 2

